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Improved Transformer-Less Grid-Connected PV
Inverter with CCMYV for Enhanced Efficiency

Aditi Atul DESAI and Suresh MIKKILI

Abstract—This paper introduces a new inverter design known
as “Novel H6 inverter” with six switches to address the challenges
related to common mode voltage fluctuations, leakage current,
conduction losses and efficiency in a grid connected inverter that
does not use transformer. Its working and performance is further
compared with prevailing inverters without transformer, namely
HS, H6-1, H6-11, and HERIC. The focus is on evaluating the com-
mon mode voltage and common mode current produced by these
inverters. All five inverters are modelled on MATLAB/Simulink
platform and a comparative study based on simulation outcome
is carried out. Subsequently, the simulation results are confirmed
through practical implementation on hardware prototype. The
hardware validation provides concrete evidence of the proposed
inverter’s performance and serves to enhance the credibility of
the study’s conclusions.

Index Terms—Common mode current, common mode voltage,
parasitic capacitance, six switch inverter, transformer-less inverters.

1. INTRODUCTION

HE increasing popularity of inverters without transformer

in photovoltaic (PV) systems connected to the grid can
be attributed to their advantages, such as lower cost, reduced
weight and improved efficiency. This has led to their wide-
spread adoption in distributed PV power generation systems [1].
Nevertheless, the leakage current is also referred as common
mode current (CMC) present in transformer-less inverters (TLI)
can give rise to electromagnetic interference, and issues related
to reliability and security.

The block diagram shown in Fig. 1 depicts a direct link of
the solar system to the grid, removing the requirement for a
transformer.

In this system, stray capacitance is created due to voltage
variation amid PV and ground. C,,, indicates the incidental
capacitance between the PV positive terminal and ground; C,,
represents the incidental capacitance between the PV negative
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Fig. 1. Representation of PV and Grid integration.

terminal and ground; C,, indicates effective stray capacitance.
Common mode voltage (CMV) refers to the voltage difference
between PV system and ground. The elements that affect par-
asitic capacitance include the PV cell and module surfaces, the
distance between them, dust, and humidity.

CMV charges and discharges C,, which generates CMC and
is indicated as /.. This CMC affects the safety of the person [2]
and also increases electromagnetic interference, grid current
variations, and overall system losses.

To ensure the safe functioning of grid connected PV sys-
tem using TLI, adherence to established safety standards is
essential [3]. One crucial safety requirement outlined by VDE
0126-1-1 is that if the CMC exceeds 30 mA, the protective
mechanism must initiate the disconnection within 0.3 seconds
[4]. This specification aims to swiftly mitigate any potential
hazards associated with excessive CMC. Many researchers
have compared the existing TLI to eliminate the CMC [5]-[10].
Accordingly, some researchers have suggested methods such
as AC isolation, DC isolation, and topologies with the common
ground or CMYV clamping [11]-[20].

A common-ground inverter based on the Cuk converter with
high voltage gain is proposed in [21] to suppress the leakage
current. A coupled inductor and a capacitor are connected in
series to enhance the Boost capability in the circuit. [22] has
proposed a general topology derivation method of the dou-
ble-grounded single-phase inverters based on graph theory.
In [23], a new Buck-Boost DC-AC inverter is developed for
PV system with broad input voltage range coverage. [24] pro-
posed to eliminate CMC by a method based on modulation.
The suggested carrier-assist modulation stabilized the flying
capacitor voltage by altering the pulse sequence and could
eliminate CMV. [25] recommended a TLI with five level
switched capacitor and boosting capability. [26] proposed a
quasi-one-stage four switches inverter with an ability to elim-
inate CMC. A common mode equivalent circuit is developed
in [27], considering the filter and grounding system. In order to
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Fig. 2. Path of leakage current between grid and PV in the absence of transformer.

overcome the low-frequency leakage currents, a CMV control
method is proposed. A high-dimensional space vector PWM
is introduced to synthesize both differential mode voltage and
CMYV references for the single/three-phase PWM converter.
A nine-level inverter with four times the input voltage gain
is proposed in [28]. The configuration is designed based on
a switched capacitor (SC) along with common ground struc-
ture. The common ground helps in avoiding parasitic capac-
itance. CCMV switched capacitor PV inverter configuration
is proposed in [29] that maintains a low-frequency terminal
voltage while considering the effect of switch device junction
capacitance. In a two stage topology, [30] has proposed a gain
unit circuit in the front-stage to improve the Boost capability.
In addition, the rear-stage converter has double Buck inverter,
which is able to prevent the short circuit of the bridge arms
and improves the reliability of the system. Also, it ensures that
there is no high-frequency component in the parasitic capacitor
voltage, and suppresses the leakage current. A novel reconfig-
urable LCL filter in PV transformer less inverters is proposed
in [31], which eliminates the need for a DC link connection.
It also clamps the common-mode voltage to neutral at high
frequencies, resulting in the reduction of leakage current. [32]
has designed single-phase onboard charger to achieve low
leakage current with an MPC based zero sequence control
method. A hybrid topology using both decoupling and mid-
point clamping technique is adopted in [33] to reduce the root
mean square and peak value of leakage current.

In this paper an effort is made to reinforce the current re-
search by recommending a new six switch TLI called Novel
six switch inverter to eradicate the CMC, minimize the conduc-
tion loss and improve the efficiency. Therefore, this paper first
analyzes the working of HS, H6-1, H6-1I, and HERIC TLI and
then recommends a Novel six switch TLI to improve the lim-
itations of the above inverters. MATLAB/Simulink software is
utilized, to simulate these inverters and are further confirmed
experimentally in a laboratory setup.

II. CONCEPT OF LEAKAGE CURRENT

The PV panel supplies DC input to the 4 switch inverter as
shown in Fig. 2. P and N represent the terminals of solar panel;
A and B represent the TLI output terminals. The output of the
inverter is filtered by symmetrical inductors and fed to a sin-

gle-phase grid. It is seen that parasitic capacitance C,,, and C,,

exist between PV and ground.

V,n and Vyy are averaged to form CMV (V,,,), where V.
represents the voltage across node A and N; Vg represents the
voltage across node B and N. The expression for V,,, is as fol-
lows [34], [35]:

Van+VBN

Ve =" (1)

The difference between V, and Vg is called differential
mode voltage (V). It is given by (2).

Vam=Van—Ven 2
V4m generates a surplus V,,, called V,, 4. It is given by (3).

Van=Ven  La—Li
chidm: . (3)
2 2(L2+ L)

Therefore, the total V., (Ve o) 1S given by (4).

ch _total = ch+ M:mi dm
Van+ VeN N VAN—VBN. Lo— L 4)
2 2 2(L2+ L)

ch _total =

If identical inductors are used as a filter, such that L,= L,,
then (4) is reduced t0 Vem _total = Vem.

CMC () depends on ¥, and equivalent parasitic capaci-
tance C,,,. The equation for /,,, is given by (5).

d ch
dt

Iem = va (5)

If CMV is maintained constant, then the CMC can be made
zero. V,y and Vyy values are defined by inverter topologies
and modulation schemes. Hence, constant CMV (CCMV) can
be obtained by implementing various inverter topologies and
modulation methods.

The most commonly used modulation techniques are Unipo-
lar (UPWM) and Bipolar (BPWM). The advantage of UPWM
is that it generates three-level voltage, produces low losses, and
generates high efficiency. The main disadvantage is that it gen-
erates significant CMC due to varying CMV.

Bipolar modulation on the other side results in a two-level
voltage and effectively manages the challenges of high core
and switching losses. Hence it generates low efficiency in com-
parison with UPWM. Yet, it produces stable CMV and a low
magnitude of CMC.

To exploit the numerous advantages of UPWM technique,
this paper employs the same to generate the triggering pulses
across all the considered inverters.

III. EXiSTING TRANSFORMER-LESS TOPOLOGIES

The TLI topologies which already exist in literature are HS,
H6, and HERIC. H5 and H6 topologies are DC-decoupled
whereas, HERIC topology is AC-decoupled. H5, HERIC, and
two versions of H6 TLI are discussed in this paper in terms of
their working, nature of CMV, amount of CMC, conduction
losses produced, and efficiency generated.



A.A.DESAI et al.: IMPROVED TRANSFORMER-LESS GRID-CONNECTED PV INVERTER WITH CCMV FOR ENHANCED EFFICIENCY 353

L
!

PV® C

PV PV® - C

Ss

Fig. 4. Demonstration of H5 topology working. (a) Conduction mode for
V>0, (b) Freewheeling mode for ¥,>0, (c) Conduction mode for V,<0, (d)
Freewheeling mode for V,<0.

A. H5 Inverter Topology:

This topology is an extension of full bridge (FB) inverter
with an intermediate switch S; between PV system and the FB
inverter. Including the fifth switch assures separation of the
PV and grid while switching to zero voltage. Fig. 3 represents
the HS topology. In this topology, S, operates at 50 Hz during
V>0; S, operates at 50 Hz during V,<0 whereas, switches S,
and S; function at 10 kHz during the alternate phases of 7,
respectively. S; maintains a constant switching frequency for
the full cycle.

The HS topology has four modes of working.

When S, S,, and S; are triggered in mode 1, as shown in
Fig. 4(a), they establish a conductive pathway between PV
and grid. In mode 2, as per Fig. 4(b), the current finds a path
through S, and built-in diode of switch S,. In mode 3, as
per Fig. 4(c), the grid current has reversed its direction and
flows through S;, S,, and S5 and connects the PV to the grid.
In mode 4, as per Fig. 4(d), the current finds a path through
S, and built-in diode of switch S,.

CMV shuffles between V,/2 and 0 in 4 modes, where V,, is
the voltage across the solar panel. Hence, in the HS topology,
CMC flows between PV and grid. Fig. 13(a) and Fig. 13(b)
depicts the waveforms for V,y, Vi, and Vg, Ve, and 1, of HS
inverter.

B. H6-I Inverter Topology:

In this topology, there are two symmetrical switches con-
nected with the FB topology. Fig. 5 represents the H6-1 topolo-
gy proposed in [36].

@

Fig. 6. Demonstration of H6-I topology working. (a) Conduction mode for
V>0, (b) Freewheeling mode for V>0, (c) Conduction mode for V,<0, (d)
Freewheeling mode for V/,<0.

In H6-I inverter, switch S, and S, function at line frequency,
whereas S, and S; are triggered at switching speed of 10 kHz.
To achieve the DC-decoupling, two symmetrical switches, S;
and S, are triggered in a sequential manner at both line fre-
quency and switching speed. The four modes of working are
depicted in Fig. 6(a) to 6(d) respectively. In mode 1, S, S;, S,,
and S, switches are triggered, leading to positive grid current.

In mode 2, since S, and S; are off, the voltage V', gradually
decreases whereas Vyy increases until the voltages are equal
and the inductor current flows between built in diode of S, and
switch S,. In mode 3, current through the inductor increases
in the reverse direction and flows through S, S;, S,, and S
switches. In mode 4, since S; and S, switches are off, the voltage
V. gradually increases whereas ¥y decreases until the voltages
are equal and the current through inductor circulates between
S, switch and S, body diode.

It is seen that CMV does not change in any of the modes.
Fig. 13(c) and Fig. 13(d) indicates the waveforms of H6-I in-
verter topology.

C. H6-1I Inverter Topology:

This inverter was proposed in [37]. It has six switches and
two diodes. Fig. 7 represents the H6-11 topology. The top two
and bottom two switches operate at 10 kHz during positive
and reverse half cycles, respectively. The middle two switches
operate at line frequency.

In mode 1, as depicted in Fig. 8(a), S, S,, and S, carry the
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Fig. 8. Demonstration of H6-II topology functioning. (a) Working mode for
V>0, (b) 1dling mode for positive V,, (¢) Working mode for negative V,, (d)
Idling mode for negative V.

current. In mode 2, as seen in Fig. 8(b), switch S, and diode
D, carry the current flow. Hence it isolates the PV and the grid.
However, CMV remains unchanged and is V;,/2. In the third
mode, as depicted in Fig. 8(c), the current reverses itself since
switches S,, S;, and S, are operated. In mode 4, as seen in
Fig. 8(d), switch S, and diode D, allow the current to circulate.
Thus it disconnects the PV from the grid. From the above, it
can be seen that CMV remains constant in all four modes.

Fig. 13(e) and Fig. 13(f) depicts the waveforms of H6-II in-
verter.

D. HERIC Inverter Topology:

The highly efficient and reliable inverter concept (HERIC)
topology is AC-decoupled since two additional switches are
added at the output of the inverter terminals. Fig. 9 represents
HERIC topology. Ss and S, operate at 50 Hz, while S,, S,, S;,
and S, switches function at 10 kHz.

The system works in four distinct modes. In mode 1, as de-
picted in Fig. 10(a), S,, S,, and S are turned on. Mode 2, as per
Fig. 10(b), is the circulating mode. The current flows through
Se built in diode and switch S,. Thus there is no link between
PV and grid. In mode 3, as per Fig. 10(c), the current reverses
its direction and conducts through S, and S,. Mode 4 is like
mode 2, as depicted in Fig. 10(d), where the current through
inductor circulates between the body diode of S and switch Sq.
Thus there is no connection between PV and grid.

From the above, it can be seen that HERIC inverter main-
tains constant CMV (CCMV) in all four modes.

]
|
i
| ! MM
'A
nE el ~ts
: B | }5_1 V;;rid
1! :
HEE ) 1k l
: S, S, |t S !
1 ! :_| : L,
! : 1 1™

Fig. 10. Demonstration of HERIC topology working. (a) Conduction mode
for V>0, (b) Freewheeling mode for V>0, (c) Conduction mode for 7,<0, (d)
Freewheeling mode for V/,<0.

The simulated waveforms of V,y, Van, and Vg, Vs Ly Of
HERIC topology are depicted in Fig. 13(g) and Fig. 13(h) re-
spectively.

IV. NovieL H6 INVERTER TOPOLOGY

This Novel H6 inverter is derived from HS5 topology. The
limitation of the HS inverter of not maintaining CMV constant
throughout 4 modes is overcome in this proposed inverter. Sec-
ondly, the conduction losses are reduced in Novel six switch
inverter in comparison with H5 inverter. A supplementary
switch S; is connected in the circuit amid point A and N of
PV panel. This extra switch acts as a bypass path and helps in
minimizing the conduction loss. Fig. 11(a) denotes the circuit
of the Novel H6 inverter. Fig. 11(b) demonstrates the switching
technique for the proposed inverter. Fig. 11(c) illustrates the
control strategy for the proposed six switch Inverter topology.
Second order generalized integrator-phase locked loop (SOGI-
PLL) and PR controller is utilized to generate PWM pulses.

A. Working of Novel H6 Inverter Topology:

Novel H6 TLI has four modes of working as follows:
Mode 1:

S,, S,, and S; are triggered so that PV and grid is connected.
This is evident from Fig. 12(a). S, and S, switches function at
10 kHz, while S, works at 50 Hz. Following are the voltage
equations:

Van= Vv (6)
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Fig. 11. (a) Novel H6 inverter, (b) PWM pulses, (c) Control strategy.
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Mode 2:

It denotes the circulating mode. The current freely circulates
from S, and diode of S,. Therefore, there is disconnection
between the PV and grid. This can be observed in Fig. 12(b).
Following are the voltage equations in this mode:

VANZ% (9)

Vix :% (10)

ch=—2 2 Zh (11)
2 2

Mode 3:

PV and grid are linked in this conduction mode. There is
flow of reverse current which is visible in Fig. 12(c). S, and
S¢ operate at 10 kHz during grid voltage’s reverse half cycle.
Only two switches conduct in proposed inverter whereas one
extra switch operates in H5 inverter. Hence, proposed inverter
reduces conduction losses and enhances the efficiency. The ex-
pressions pertaining to voltage are as following:

V=0 (12)

Ven=Voy (13)

PV

PV v

grid

(©) (d)

Fig. 12. Demonstration of Novel H6 topology working. (a) Conduction mode
for V>0, (b) Idling mode for positive ¥, (c) Working mode for negative V,, (d)
Idling mode for negative V.

TABLE 1
'VALUES OF PARAMETER

Parameters Values
Input D.C Voltage 400 V
Grid r.m.s voltage/Grid Frequency 230 V/50 Hz
Current through grid 7.07 A
DC link Capacitance (C) 500 puF
Switching frequency 10 kHz
Inductance (L, L,) 4.06 mH
Stray capacitor (Cor ) 1 nF
Resistance of ground 5Q
Vm:VAN-i-VBN:O-i-VPV :@ (14)
2 2 2
Mode 4:

This is the circulating mode in which the current through
inductor flows through S, and body diode of S, switch. There-
fore, S, is complementary to switch S, during V,<0. Therefore,
by no chance switch S, and S, can turn on simultaneously. It
is depicted in Fig. 12(d). The expressions pertaining to voltage
are as following:

Van = % (15)
Ven = % (16)
Vev | Vv
[ — (17
2 2
The simulated waveforms for V,y, Vgn, and Vg, Ve, L., for
Novel six switch inverter are seen in Fig. 13(i) and Fig. 13(j)

respectively.
Table I shows the values of parameters for simulation in
MATLAB.
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V. HARDWARE IMPLEMENTATION OF H5, H6-1, HERIC, AND
NOVEL H6 INVERTER

To further strengthen the simulation findings, HS5, H6-1,
HERIC, and novel H6 inverter are implemented in hardware.
Hardware is carried out based on the equipment available in
the laboratory. Three phase four leg IGBT inverter is used with
SKM100GB125DN IGBTs having maximum voltage of 1200
V, maximum current of 100 A and maximum switching fre-

quency of 100 kHz. OP 4500 OPAL-RT, PF515043S01, is used
as a controller to produce PWM signals for the inverter. Input
DC voltage of 35 V is fed to the inverter circuit by DC power
supply. The circuit is realized by connecting a rheostat of 100 €,
2 A rating across the output of the inverter. The results are dis-
played on the Digital Storage Oscilloscope. The waveforms of
Vs Vano Vag, 10ad current, and V,+ Vpy of the inverters are
depicted in Fig. 14(a) — (h). The experimental hardware setup
for implementation of these inverters is depicted in Fig. 15.
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Fig. 15. Experimental Hardware Set up.

Figs. 14(a) and (b) shows the hardware results of the HS
inverter, Figs. 14(c) and (d) depicts the hardware results of the
H6-I inverter, Figs. 14(e) — (f) displays the hardware results of
HERIC inverter and Figs. 14(g) — (h) showcases the hardware
results of Novel H6 inverter. From the above hardware find-
ings, it can be concluded that the simulated results and hard-
ware results are in sync. It is noticed that HS inverter cannot
maintain CMV constant and hence has some CMC flowing
from the grid to the PV. H6-I inverter performs better as com-
pared to HS in maintaining CMV constant. However, H6-I has
four switches conducting in both the active modes, whereas HS
inverter has three switches conducting in active modes. There-
fore, conduction losses in Ho-I inverter are more as compared
to HS inverter. As seen from simulation results and hardware
results, it is proved that HERIC inverter maintains constant
CMYV in comparison with H5 and H6-I inverter.

The proposed Novel H6 inverter also tries to maintain CMV
constant in comparison with H5 and H6-I inverter. Thus, the
Novel H6 inverter can be regarded at par with HERIC in sup-
pressing the CMC. In H6-II inverter, three switches operate
during each conduction mode and it uses two additional diodes
in the circuit. In HERIC inverter, in conduction mode, two
switches are in operation. Whereas in Novel H6 inverter, three

TABLE II
COMPARATIVE ANALYSIS OF TLI

Inverter H5 H6-I  He-1I HERIC Novel H6
Number of switches 5 6 6 6 6
Decoupling DC DC DC AC DC
Leakage current (mA) [20] 265 314 254 16.4 19.7
Switching loss (watts) 5801 579 6235 578 5.73
Conduction loss (watts) 5637 728 4926 4012 4.75
% efficiency 99.03 9894 9898  99.13 99.09

switches operate during positive conduction mode and two
switches operate during negative conduction mode. Compared
to the HERIC inverter, the Novel H6 inverter experiences high-
er conduction losses, which can impact its overall efficiency.
However, when compared to the DC decoupled inverters, the
Novel H6 inverter demonstrates lower conduction losses. As a
result, the proposed Novel H6 inverter achieves a higher level
of efficiency in comparison with other inverters.

VI. COMPARATIVE ANALYSIS

Table II represents the comparison between various inverters
and proposed inverter in terms of number of switches, coupling
method used, leakage current, switching loss, conduction loss
and efficiency.

The efficiency analysis is obtained by determining the invert-
er topology losses in MATLAB/Simulink [20]. This technique
is suitable for calculation of losses for comparison purpose.
Leakage current is obtained from the OPAL RT output [20].
Figs. 16(a) and 16(b) depicts the switching loss and conduction
loss respectively in the various TLI with reference current of
10 A. Fig. 17 represents the efficiency of various TLI. It is ob-
served that the conduction loss generated by HERIC inverter
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is 4.01 watts and is least among all the inverters, followed by
Novel H6 inverter with a conduction loss of 4.75 watts. Also
HERIC inverter has highest efficiency of 99.139% followed by
Novel H6 inverter with an efficiency of 99.099%. Figs. 18(a)
and 18(b) represents the grid current and grid voltage of HS
and Novel H6 inverter respectively. The total harmonic distor-
tion (THD) of grid voltage for HS inverter is 5.04% whereas
for Novel H6 inverter is found to be 1.99%.

VII. CONCLUSION

This paper proposes the utilization of a Novel H6 inverter as
a recommended solution for mitigating the CMC in PV system
connected to the grid without transformer.

The novel H6 inverter succeeds in retaining CMV equiva-
lent to V,,/2. The inclusion of S, gives an alternate way for the
current during the second half cycle of conduction mode. Thus
recommended Novel H6 inverter eradicates CMC and also
reduces the conduction losses despite the circuit having six
switches. The findings from model testing and physical imple-
mentation signify the superiority of the recommended Novel
H6 inverter in comparison with the conventional inverters con-
sidered. Notably, the Novel H6 inverter effectively suppresses
the CMC, minimizes conduction losses and enhances overall
efficiency. Based on these findings, it can be concluded that the
Novel H6 stands out as a highly promising option for PV sys-
tem connected to the grid. Its performance is deemed second
only to the well-established HERIC inverter. The superiority of
Novel H6 inverter in terms of CMC suppression, reduced con-
duction losses, and improved efficiency reinforces its potential
as a favorable choice for integrating PV system into the grid.
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Fig. 18. (a) Grid current and grid voltage of H5 inverter, (b) Grid current and
grid voltage of Novel H6 inverter.
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From Frontier Research Progress to Education: Using
Series-End Winding Motor Drives as Example

Dong JIANG, Zicheng LIU, Min ZHOU, Lanhua ZHANG, Wei SUN, and Wenli XU

Abstract—Capable and highly motivated engineering students
are constantly on the lookout for opportunities to engage in cutting-
edge research. However, effectively translating the progress made
in such research into educational content presents a formidable
challenge for both researchers and educators alike. An example
of Google Little Box Challenge by university team is introduced
at first. Then, this article endeavors to showcase an attempt at
integrating the latest research advancements in the domains
of power electronics and motor drives into education, with the
innovative series-end winding motor drives (SWMD) serving as
a prime illustration. Recent breakthroughs in topology, control
algorithms, and reliability have been swiftly adopted by students
in the development of high-performance drives for applications
such as drones, electric vehicles, and magnetic bearings. These ef-
forts have culminated in remarkable achievements and significant
milestones in various competitions. This study proposes a meth-
odology for bridging the gap between recent research progress
and education, particularly tailored to meet the needs of students
possessing strong capabilities and intrinsic motivation. The case
study centered around the novel SWMD not only elucidates the
educational approach but also demonstrates its tangible outcomes
as manifested through diverse student contest implementations.

Index Terms—Contests, drone, education, electrical vehicle,
magnetic bearing research, series-end winding motor drives.

1. INTRODUCTION

IN scientific research, advances at the frontier are often
assumed to be distant from education. However, many recent
research findings have been integrated into classrooms and
educational laboratories in electrical engineering, becoming a
powerful driving force for training graduate and undergraduate
students to pursue further studies.

As early as 1925, the California Institute of Technology
studied the relationship between research and engineering
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education, highlighting the importance of research in training
undergraduate students for the future [1]. In recent years,
studying how to deliver engineering research concepts and
results to students has become increasingly important in
various areas of electrical and computer engineering [2]-[4].

A notable example is the recent progress of artificial in-
telligence (Al). In 2022, formal Al curricula were implemented
in secondary education, significantly enhancing students’
understanding of Al [5]. Additionally, at the end of 2022,
ChatGPT was released as an innovative chatbot. Soon after,
similar technology was used to assist students in learning
programming skills [6].

Unlike software or algorithm-based research, which is
more aligned with students’ course projects, advancements
in hardware—especially high-power hardware—are typica-
lly more distant from undergraduate coursework. Even in
graduate-level courses, while conveying the basic concepts of
cutting-edge research in hardware is manageable, implemen-
ting and expanding these results in the classroom can be quite
challenging.

The major barrier between frontier research in hardware and
education is the significant effort required to develop novel
prototypes for specific applications for students. However, for
students with ambition and motivation to work in related fields,
the opportunity to engage with frontier research can serve as
strong encouragement and valuable training of future research.

The best opportunities for this purpose are scientific contests
for graduate and undergraduate students. These contests
should not have rigidly defined procedures but should offer
relatively open approaches to the contest goals. Such contest
allows frontier research results to be applied to specific
problems, providing a platform for students to solve challenges
independently. This process effectively achieves the overall
training goals for students.

Just as many top athletes develop their skills through high-
level competition from a young age, top talents in electrical
engineering can similarly grow through education based on
frontier research.

A good example is the Google Little Box Challenge, which
took place during the 2014-2015 period. In July 2014, Google
and IEEE launched this contest, offering $1 million to the
winner for designing and developing a small kW-scale single-
phase inverter with a power density greater than 50 W/in’,
while meeting specifications for efficiency, electromagnetic
compatibility (EMC), and thermal performance. Over 2,000
teams from around the world registered for the contest, and 18
teams were selected to attend the final testing at the National
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TABLE I
MAJOR SCIENTIFIC CONTESTS IN CHINA

Title Area

Major Targets

Nation-wide, organized by
China Youth League, Chinese
Scientific Association and
Ministry of Education

National Challenge Cup: Scientific Track

National Challenge Cup: Business Track

Nation-wide, organized by
China Youth League and
Ministry of Business

China International College Student
Innovation Competition

Nation-wide, organized by

The China Graduate Electronics Design Ministry of Education and

Contest . . .
ontes Chinese Institute of Electronics

Huawei e-campaign Industry Organized

Sungrow university innovation contest Industry Organized

Open topic, face to all university students, show scientific contribution,
every two years (2021, 2023, 2025...).

Open topic, face to all university students, show scientific contribution

for starting new business, every two years (2020, 2024, 204...).

Open topic, face to all university, show business planning for novel
technologies.

Open topic, face to all graduate students, show electronics innovative
results, held every year.
With given area for topic, face to all university students, held every year.

With given area for topic for power electronics and renewable energy,
held every year.

Renewable Energy Laboratory (NREL). The final winner was
CE+T Power’s Red Electrical Devils from Belgium.

Many university-based teams performed exceptionally
well in this contest. Many frontier research results in power
electronics topologies, control, package, integration, and
thermal management were implemented by students in pursuit
of the specifications for this single-phase inverter [7]-[10]. To
overcome the major barrier of power density due to 2nd order
power pulsation in single-phase inverters, many university
teams adopted the recent achievement of the active 2nd order
power filter used in the Rolls-Royce project [11].

The Virginia Tech FEEC team achieved the highest ranking
among university teams in the final contest (3rd place). The
team’s experience with novel GaN devices provided a solid
foundation for high-density design [12]. The Texas A&M
team learned from the active 2nd order power filter method
and proposed the novel active power decoupling stage for
compensating double line frequency ripple [13]. The University
of Tennessee team introduced a novel 2nd order notch filter in
the DC-link to mitigate 2nd order power pulsation [14]. The
ETH Zurich team utilized Pareto optimization of the Power
Pulsation Buffer (PPB) in their prototype to improve the power
density [15]. The University of Illinois team implemented
recent research results on switching capacitor converters to
develop their prototype using a relative different approach [16].

These examples demonstrate that, under the goal of a
contest, university students are motivated to actively learn
about recent research results and incorporate them into
design and development. During this process, students’ R&D
capabilities, teamwork spirit, and hands-on experience are
developed more effectively than through regular classroom
training. This approach helps eliminate the major barrier
between hardware-based research and learners.

Based on the authors’ research and education experience
over the past 10 years, a notable example has emerged. Recent
research on novel series-end winding motor drives (SWMD)
has shown great promise for high-performance motion control
across a wide speed range [17]. This research has inspired many

motivated students to apply SWMD in various applications,
addressing specific problems and generating new ideas.

Major national innovation contests in China have provided
excellent opportunities for students to collaborate, gaining
experience and re-inventing frontier research results. The
tradition of student innovation contest serves as a crucial
platform for working on novel technologies and showcasing
results. Major contests related to electrical engineering in
China with relatively open topics are listed in Table I, serving
as the key platforms discussed in this paper.

Government-organized nationwide contests typically feature
open topics for student competition. The National Challenge
Cup, the most significant contest for university students,
has a history of over 30 years. It features a scientific track in
odd years and a business track in even years, encouraging
innovation in product development. The China Graduate
Electronics Design Contest, held annually, allows graduate
students to compete on open topics in the field of electronics.
Major industries in China also host their own contests with
specific topics, such as the Google Little Box. Similar contests
are likely held in other countries.

This paper summarizes and analyzes examples of student
work from various contests, set against the backdrop of recent
SWMD research, demonstrating the transfer of frontier research
to education. Part II briefly introduces the research on SWMD
as a foundation. Part III discusses the application of SWMD by
students in heavy drone propulsion systems. Part IV presents
another example of SWMD applied to electrical vehicle
implementation by students. Additionally, SWMD has been
applied to active magnetic bearing drives by students, as discussed
in Part V. Part VI provides a summary of the entire paper.

II. RESEARCH TO CONTEST: INTERNATIONAL EXPERIENCE

Before presenting the examples of SWMD in student con-
tests, an international example is used to see how the world
leading research group of power electronics did for the contest.
There are many technical contests for students in electrical
engineering in the world. As mentioned in Part I, the Google
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Little Box Challenge in 2014-2015 is a unique and influential
example. Although it is not a contest just for students, the
example of an university students team can share a good
experience.

More than 2,000 teams from across the world registered for
Google’s $1 million Little Box Challenge, an open competition
to design and build a small kilowatt-scale inverter with a power
density greater than 50 watts per cubic inch. Virginia Tech
ECE’s Future Energy Electronics Center team was the only
U.S. team to place in the top three—and the only student team.
L. Zhang, X. Zhao, and R. Born, advised by ECE professor
Jin-Sheng (Jason) Lai, competed in the January 2016 challenge
to drastically decrease the size of a power inverter.

The Future Energy Electronics Center (FEEC), part of the
Bradley Department of Electrical and Computer Engineering
at Virginia Tech, promotes and develops energy-efficient
electronic technologies for the transportation and industrial
automation industries. The Center’s capabilities include
modeling, simulation, and design and test of power-electronics
devices, components, circuits, and systems.

VT FEEC’s overall approach was to create a two-stage
inverter design: a DC/DC stage that stepped down the voltage
and actively canceled the 120 Hz input ripple, followed by a
DC/AC stage. Four-phase interleaved DC/DC stage reaches
efficiency higher than 99% and DC/AC stage is HERIC
topology with good EMI performance to reduce the stress on
EMI filter design. Meanwhile, The enclosure we used was
made entirely out of copper. The lid served as the heat sink
for the DC/DC stage and the rest of the case served as the heat
sink for the DC/AC stage PCB. Originally, we had hoped to
reach such a high efficiency that the case-as-heatsink would
be enough and we wouldn’t require any forced-air cooling. In
the end, however, we added a handful of 0.1W micro-fans for
some forced air cooling. The thin, top-cooled GaN Systems
transistors allowed us to place the devices on the bottom of
the PCB and directly connect to the case-as-heatsink while the
remaining components were populated on the top of the PCB
and faced the inside of the box.

Several experiences have been summarized by the FEEC
teams for their success in this contest:

(1) Hands-On Experience and Skill Development: The
challenge provided students with practical experience in
hardware design, problem-solving, and systems engineering,
helping them develop valuable technical and project manage-
ment skills.

(2) Networking and Career Opportunities: Students
gained exposure to industry professionals and Google
engineers, opening doors for mentorship, internships, and job
opportunities while boosting their professional visibility.

(3) Portfolio and Recognition: Participation in the contest
gave students a notable addition to their resumes, enhancing
their credibility and showcasing their ability to innovate,
making them more attractive to potential employers.

FEEC team is based on the strong background of high
density power electronics converter of the research group for
few decades. 99% efficiency milestone in research projects

Upc

[T
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[

Fig. 1. From open-winding to SWMD.

has been successfully delivered to the Google’s targets. This
experience has inspired us that the research achievements
can be combined with certain targets or applications, to train
students with the platform of technical contests. This process
can give students an opportunity to learn organization,
management, teamwork, and real-problem solving. The
examples of SWMD for students contests are based on that.

III. THE FRONTIER RESEARCH OF SWMD

The scientific research on SWMD has been supported by
the Natural Science Foundation of China (NSFC) under the
grant 51877091 from 2019 to 2022. The initial purpose of this
research was to develop novel motor drives with zero-sequence
current control capability for reluctance motors. Progress has
been made in advancing from open-winding motor drives to
SWMD to reduce the number of power electronics devices, as
shown in Fig. 1 [17]. However, the proposed novel topology of
SWMD has proven to be more valuable than just for reluctance
motor drives. It could serve as an alternative for open-winding
motor drives for all types of AC motors, offering numerous
advantages.

SWMD has been with systematical progress since its
proposing in 2018. The space vector PWM of the four-
leg SWMD has been developed together with the field-
oriented control (FOC) considering zero-axis. It has been
further extended to multi-phase SWMD. Beside HUST, City
University of Hongkong is another major contributor for the
progress of SWMD. This concept has been well recognized by
academia now.

The most notable advantage of SWMD is its significantly
wider speed range compared to regular voltage source inverter-
based motor drives, achieved by adding just one extra phase-
leg. With the same DC-link voltage, SWMD can produce
70% more output phase voltage in the motor windings. Fig. 2
illustrates the experimental results of the torque-speed curve
for SWMD and Y-connected VSI.

Moreover, with the increase in maximum voltage output on
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Fig. 2. Comparison of experimental results for torque-speed curve between
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Fig. 3. Current step response comparison [17].

the motor windings, the dynamic performance of SWMD is
also improved. Faster step responses can be achieved with the
series winding topology (SWT) compared to the half-bridge
topology (HBT), as shown in Fig. 3.

Additionally, due to the relatively independent winding
connections in SWMD, enhanced fault-tolerant capabilities
can be achieved. Automatic fault-tolerant control systems have
been developed for SWMD [18].

Starting with the three-phase SWMD concept, the research
has been extended to multi-phase SWMD, known as the “N+1
inverter”. The N+1 inverter can achieve performance similar
to a 2N-phase-leg open-winding motor drive using only N+1
phase-legs. Key technologies for the N+1 inverter include
optimized phase sequence theory and carrier-based PWM
methods [19]-[20].

Drawing on the similarity between rotational motors
(tangential force) and magnetic levitation (radial force), the
SWMD concept has also been applied to series-end winding
magnetic bearing drives. Using this novel concept, N-axis
magnetic bearing can be driven with nearly half the number of
devices required for regular magnetic bearing drives [21].

The scientific research on SWMD has been ongoing for
half a decade, resulting in over 20 IEEE journal publications
and more than 30 granted patents in this field. The basic
concept of SWMD has been awarded the “Gold Medal
with Congratulations from the Jury” at the 47th Geneva
Invention Expo. These pioneering research results have laid

Fig. 4. Multi-phase SWMD —— N+1 inverter.

T

Fig. 5. Three-phase half-bridge topology.

the foundation for the next generation of SWMD applications,
though specific challenges remain in different use cases.
Additionally, these fundamental research results offer a
broad scope for talented and motivated students to explore.
Leveraging student technical contests as a platform, this
concept has been implemented in drones, electrical vehicles
and magnetic bearings by students in these contests. The
following three sections introduce three major examples.

IV. CASE 1: IMPLEMENTATION IN DRONE

In recent years, drones have made significant strides in
lightweight design and intelligent capabilities. With the rapid
advancements in batteries, motors, and power electronic
controllers focusing on high power density, drones have become
highly promising solutions for agricultural crop protection,
logistics delivery, and even manned flight. This suggests that
drones are on track to become an indispensable part of daily life
in the future.

Given their integral role in critical human activities, the
reliability of drones has become a crucial metric for evaluating
their performance. Reliability risks—primarily associated with
switching devices and motor winding failures—directly impact
drone performance. If a high-speed drone experiences a power
interruption, it could damage valuable cargo or even pose a threat
to human safety. Consequently, research aimed at improving the
reliability of drone power systems is urgently needed.

The most common motor drive topology available is the
three-phase half-bridge, which offers minimal switch numbers
and high power density, as illustrated in Fig. 5. However, in
the event of a switch or winding failure, the faulty phase may
become uncontrollable. For instance, if an open-phase fault
occurs on Phase-A, only currents flowing in opposite directions
can pass through remaining Phase-B and C windings. In this
scenario, the motor can only produce pulsating torque, which
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Fig. 6. High-power drone platform.

Fig. 7. Five-phase open-winding motor.

may not meet the power requirements for the drone. The
SWMD discussed in this paper is expected to offer solutions to
these problems.

It should be noted that the SWMD was only prototype-
verified in the laboratory at the time, and its performance was
tested using a generic platform with reconfigured windings. To
enhance drone solutions, it is necessary to establish a dedicated
drone testing platform where both the half-bridge and the
SWMD can be compared.

Additionally, given the limited research on drone systems
in our laboratory, we encourage students to use the contest
timeline as key milestones for completing the prototype design.
The contest will also serve as an opportunity to invite experts
in various fields to provide feedback and suggestions on the
research.

During prototype development, students are expected to face
numerous challenges due to a lack of prior training on drones
and the absence of a suitable platform. Therefore, a practical
approach is to purchase a commercial drone platform, study its
key components, and replace the circuit parts we aim to optimize
based on this foundation. Consequently, we instructed the students
to acquire a commercial drone platform, as shown in Fig. 6. This
high-power drone, designed for agricultural crop protection,
features four rotors, each driven by a three-phase motor and a
corresponding inverter. Our task is to install the SWMD system
we designed onto this drone platform and conduct testing.

A key component of the work involved designing a single-
rotor test platform. As depicted in Figs. 7-8, we developed a
five-phase permanent magnet synchronous motor, and a five-
phase six-leg series-end winding motor controller. The five-

Fig. 9. The testing platform for single propeller power system.

phase motor is with 2 kW power rating and Halbach structure.
The reliability of this setup was confirmed through experiments
shown in Fig. 9.

During the contest, experts offered several suggestions,
including optimizing transient responses, making the structure
more compact, and reducing costs. These recommendations
led to improvements in system performance. Throughout
the process, students deepened their understanding of motor
control topologies. More importantly, the contest provided
comprehensive training, guiding students through problem
identification, method proposal, method validation, and the
precise and fluent presentation of their research findings.

V. CASE 2: IMPLEMENTATION IN ELECTRICAL VEHICLE

Electrical vehicles (EVs) are a key focus in the field of tran-
sportation electrification. Currently, EVs often face challenges
such as weak power output and high demagnetization losses
during high-speed operation, which hinder development and
affect long-distance user experience.

Recent research on the SWMD’s inherent ability to efficien-
tly utilize high DC voltage aligns well with the demands
of high-speed operation in EVs. This capability can reduce
demagnetization currents at high speeds, significantly
improving operational efficiency. Fig. 10 illustrates the speed-
efficiency test conducted on a SPMSM prototype by students
in the laboratory at rated torque. At speeds over 1500 RPM,
the efficiency of SWMD is more than 10% higher than that of
half-bridge.

However, EV design cannot focus solely on high-speed
performance for highways, and it must also optimize efficiency
for urban driving. The SWMD introduces higher device losses
due to the increased number of legs. Consequently, the half-bridge
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Fig. 10. Speed-efficiency comparison between half-bridge and SWMD [22].
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Fig. 11. Training progress of intelligent gear box and major milestones.

topology shows a greater efficiency advantage at low speed.

This issue has created an immediate barrier for the SWMD
in EV applications but also presents an opportunity for students
to overcome this challenge through research training. In 2020,
We organized a team of students for EV applications. Over
the next two years, this group has advanced significantly due
to progress in technology and EV applications. The training
process and major milestones are detailed in Fig. 11.

To leverage the advantages of both topologies while address-
ing their drawbacks, students proposed a topology transition
method to achieve optimal performance at both low and high
speeds. They designed a modular switching topology, named
the “power electronics gearbox™ to facilitate this transition. The
“power electronics gearbox” is suitable for the current driving
framework, and its framework and prototype are shown in
Fig. 12. When K2 and K4 are on, the topology is equivalent
to a half-bridge, and when K1 and K3 are on, the topology is
equivalent to SWMD [22].

In 2021, this innovative hardware framework earned first
prize in the Sungrow College Innovation Competition, with
the judges highly praising it. However, the judges also raised
a concern: frequent switching using relays could introduce
potential instability issues to the system, such as overvoltage,
switching safety risks, and motor torque fluctuations.

After the competition, the students explored whether they
could achieve topology switching without affecting torque
output and reducing stress on relays, as shown in Fig. 13. By
fully utilizing the control freedom of the motor system, they
discovered that the zero-axis current, which is generally not
used, can indeed be utilized.

The students conducted research and found that injecting
the appropriate zero-axis current, which has minimal impact
on torque output, can reduce the current through the switches
to zero. The operation speed range has been extended from
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Fig. 12. Power electronics gearbox framework and prototype.
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Fig. 13. Process of students’ research.

1500 rpm to 3000 rpm in the test.

The student team designed a comprehensive control frame-
work and renamed it the “power electronics intelligent gearbox”.
This innovative solution won the top prize in the 2021 Chall-
enge Cup.

Additionally, the students collaborated with EV companies
to conduct performance tests. In 2022, the team participated
in the Business Track of the Challenge Cup and the Chuang-
gingchun Contest, winning national bronze awards. They
received high praise and attention. As shown in Table II,
SWMD served as the foundation for their work, bridging
theory and practical application. The students’ expertise
spanned from platform hardware design to the development
of flexible switching algorithms integrated with motor control.
Ultimately, they collaborated with EV companies to conduct
system research.
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TABLE II
STUDENTS’ PROGRESS IN EVs

Competition Students’ Progress

2021 Proposed topology transition to adjust different
Sungrow Contest speeds and designed prototype

2021 Proposed smooth switching method to optimize
Challenge Cup transient behavior

2022

Challenge Cup: Collaborated with EVs companies for vehicle test

Business Track

Industry
Transformation

Participate in
Research Projects

Student
Competition

Faculty
Research

Fig. 14. Completely new interactive model.

VI. CASE 3: IMPLEMENTATION IN MAGNETIC BEARINGS

The final key case involved students using series-winding
motor drive technology to overcome the limitations of traditional
electric drives, achieving a novel application in the magnetic
bearing drive system and realizing significant commercial value.

Unlike previous efforts, the team engaged in both technical
and business-oriented competitions. Their goal was to explore
a new interactive model of “Faculty Research, Student Com-
petition, and Industry Transformation™ as illustrated in Fig. 14.
Early on, the project team proactively planned and integrated
both horizontal and vertical research related to magnetic bear-
ings, using these tasks to actively engage students in research
projects. The team also simulated or engaged in real-world
industrialization processes through business competitions,
transitioning research outcomes into marketable products. This
market-oriented approach enabled the team to evaluate the
commercial potential of their research. Additionally, insights
from market-driven activities informed and guided the faculty’s
scientific research, continuously opening new research fields
and expanding ideas. This created a comprehensive loop from
faculty research to student competition and industry transfor-
mation, forming a deeply integrated graduate education model
that seamlessly connects academe, research, and industry.

This interactive model also established a new capability
framework for engineering science graduate students in the
modern era. It developed a multidimensional skill develop-
ment system, as shown in Fig. 15, focusing on three aspects:
research capability, innovation and entrepreneurship skills, and
engineering application ability. This approach offers students
practical motivation and platform support, fostering self-direct-
ed learning and practical skills. By breaking free from campus

Research capability
Faculty i Identifying Research Needs} {_Critical Thinking
Research i Literature Revlew } i Experimental Operation }
! Knowedge Acquisition | i Problem Analysis |
Innovation and entrepreneurship
Student {Team Collaboration. § | Divergent Thinking, |

Competition

+

Industry
Transformation

Leadership Skills i Systems Thinking #

Engineering application ability
Holistic Thinking

¢ Business Acumen |

Self-Directed Lifelong Learning

Interdisciplinary Application

Fig. 15. Student comprehensive capability development system.
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Fig. 16. Magnetic bearing industrialization analysis.

constraints and integrating resources both within and outside
the university, the model allowed businesses and society to
play roles in education. This encouraged students to continu-
ously identify and solve problems, enhancing their research
capabilities and practical innovation skills. The involvement
of industry and society in the educational process proved ben-
eficial for cultivating students’ research quality and advancing
their practical innovate abilities.

During the Graduate Electronic Design Contest—Business
Plan Competition, the student team utilized university and
college resources while leveraging the benefits of school-en-
terprise collaboration. They worked directly with SYiTech Co.,
Ltd., a startup specializing in magnetic bearings, to gain an
in-depth understanding of transitioning magnetic bearing tech-
nology from research to industrialization. During the business
competition, the student team conducted targeted research on
every aspect of the entreprencurial process, including industry
and market analysis, marketing strategies, financing plans, in-
vestment and financial analysis, and risk mitigation strategies,
as shown in Fig. 16. Through their participation, students in-
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sights into the entire process, from developing magnetic bear-
ing controller products to factory production and sales. This
experience transcended the traditional, technology-focused
constraints of conventional school-based education, broaden-
ing their perspectives and expanding their thinking.

By incorporating market factors into product development,
the team established higher standards for the industrialization
of the technology. Specifically, active magnetic bearings re-
quire electromagnetic force control in five degrees of freedom,
including two radial magnetic bearings and one axial magnetic
bearing, as shown in Fig. 17. This involves controlling 10 sets
of winding currents, necessitating more switching devices
compared to traditional motors. For a conventional half-bridge
circuit, 4N switching transistors and 4N diodes are needed,
where N represents the number of degrees of freedom for the
magnetic bearings. This significantly increases the cost and risk
of failure for the magnetic bearing controller.

Additionally, the magnetic bearing system depends on the
magnetic bearing controller to manage the magnetic bearing
motor. The magnetic bearing controller consists of power mod-
ules, current sampling, position sampling, PWM drive circuits,
and power electronics topology. The entire system integrates
mechanical and electrical components, resulting in a high level
of complexity.

Through research conducted within the company and mar-
ket, the student team identified stability and reliability as key
factors limiting the large-scale application of magnetic bear-
ings. Building on the university’s scientific research, the team
integrated a series-winding topology with a magnetic bearing
driver to develop a high-performance magnetic bearing con-
troller, as shown in Fig. 18. This controller offers several ad-
vantages:

1. Series-Winding Topology: By employing a series-winding
topology, the number of power switching devices in the mag-

Fig. 18. High-reliability magnetic bearing controller.

netic bearing is reduced by nearly half, significantly lowering
the likelihood of failures. The current control bandwidth can be
with the same level of H-bridge based controller.

2. Fault-Tolerant Design: The team developed a fault-toler-
ant scheme at the power electronics level for the series-winding
topology, ensuring the stable suspension of the bearings even
under fault conditions. The ride-through of device open circuit
failure is within maximum position error of less than 100 pm.

3. Sensorless Vibration Suppression Strategy: The team
developed a strategy to suppress vibrations without relying on
speed sensors, thereby addressing sensor failure risks, further
reducing system costs, and significantly enhancing the system’s
resistance to disturbances. The rotational trajectory is with less
than 10% of the regular case without vibration suppression
strategy.

Unlike technical competitions, business competitions greater
emphasis on market adoption challenges. Students prioritize
safety, reliability, and long-term operational stability as ulti-
mate technical goals, integrating factors such as material costs,
assembly costs, and testing expenses into their evaluation of
technical merits, directly linking these factors to product ben-
efits. This approach contrasts sharply with the isolated tech-
nical indicators typically found in academic research. In this
competition, market needs were incorporated into the research
process, integrating reliability and safety considerations into
both faculty and student research activities. The research focus
expanded to encompass the reliability of power electronics in
magnetic bearing systems, including in-depth studies on active
fault-tolerant control strategies for device short circuits and
open circuits. This research was further extended to explore
alternative topologies beyond the series-winding configuration
[23]-[26].

The student team participated in both the China Graduate
Electronics Design Contest and the Business Plan Competition,
where they designed a high-performance magnetic bearing
controller. This controller was used in various fields, including
magnetic bearing blowers, compressors, and energy storage
motors, and won first prize. Later, in 2024, the team competed
in the China International College Student Innovation Com-
petition, where they applied the magnetic bearing controller
to Organic Rankine Cycle (ORC) generators and won a pro-
vincial gold medal. During the competition, they engaged
extensively with the market and businesses, collaborating with
multiple companies on various magnetic bearing application
scenarios. This establishment led to the creation of a school-en-
terprise communication platform, facilitating the integrated
development of industry, academia, and research.



368 CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 10, NO. 4, DECEMBER 2025

VII. CONCLUSIONS

This paper presents a systematic study of transferring
cutting-edge research to education, particularly focusing on
hardware-based research for talented students in the power
electronics field. The primary barrier between research and ed-
ucation in the field of power electronics is the development of
hardware prototypes for high-performance testing. For talented
young students with the right motivation and skills, training
can be provided through suitable platforms, such as contest.
The Google Little Box Challenge as an excellent example. The
Virginia Tech FEEC team’s example shows that the frontier
research contribution can be a solid foundation for students to
develop prototypes for certain target and to train students with
many important capabilities.

The Chinese education system is characterized by a
series of scientific competitions designed for university
students, which afford copious opportunities to put cutting-
edge research findings to use in a wide array of applications,
spanning both technical and business arenas. This paper takes
the recent advancements in series-end winding motor drives
as an exemplar and delves into diverse instances of student
applications within contests across three distinct domains..

Case 1 illustrates the initial attempt to train students on
SWMD, focusing on drone applications. This example demon-
strates students’ ability to transfer complex technology to
transportation elements.

Case 2 showcases the implementation of SWMD in the
mass production of EV. This example highlights students’
breakthroughs in overcoming application barriers and planning
business strategies based on technical progress.

Case 3 demonstrates the application of SWMD in the
specific area of magnetic bearing drives, illustrating how
students are trained to innovate and develop business plans
beyond traditional areas.

In these three examples, the frontier research achievement of
SWMD is a solid source of innovation. Then, the students can
organize the teams for different targets and develop prototypes
for different applications. During this process, the students will
be highly motivated for a purpose, much more than just doing
a research project, but for leadership, teamwork, real problem
solving and business model.

These three cases exemplify significant success in education,
not only through nationwide contest medals but also in training
a group of talent students. Contest participants have a winning
rate for national scholarships in China that is five times higher
than that of regular students. Two of the contest team members
have won the highest award of the university, which is less than
0.1% of the whole group of graduate school. Graduates with
this type of training have taken on leadership roles as faculty
members and co-founders of start-up companies.
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Data-Driven Control of Electrical Drives: A Deep
Reinforcement Learning with Feature Embedding

Xing LIU, Dengyin JIANG, and Chenghao LIU

Abstract—Classical model-based control solutions dominated
the research field of numerous electrical drives applications in the
past forming a strong basis, since they usually result in control
approaches with excellent performance. However, the design of
these controllers strongly depends on the available knowledge of
the controlled plant, which often leads to the lack of robustness
owing to model-dependent nature. To take account of the defect,
this work aims to provide a control framework that combines
intelligent data-driven-based control protocol with the deep rein-
forcement learning technique for electrical drives. Specifically,
the two key features of this developed control framework that,
first, a data-driven control architecture along with deep rein-
forcement learning technique that embedding the features of the
agents’ inputs is developed to enhance the performance, second,
the environment for the current agent is reformulated so as to
avoid mutual interference between the two agents (controllers) in
training for both speed and current in a dual-loop system. Finally,
we demonstrate our solution and highlight its superiority on a
case study, and the results presented are promising and motivate
further research in this field.

Index Terms—Feature embedding, intelligent control, motor
drives, permanent magnet synchronous motor (PMSM), reinforce-
ment learning (RL).

I. INTRODUCTION

IN recent decades, permanent magnet synchronous motor
(PMSM) drives, due to their prominent merits, such as high
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energy efficiency, high power density, high reliability, and wide
speed control range, have gained tremendous spread in various
industrial and automotive applications. In particular, its appli-
cations are expanding rapidly, such as industrial robots, electric
vehicles, industrial automation, and power transmission sys-
tems. Various control techniques for PMSM drives have been
extensively explored in the literature [1]-[3]. Among them, the
well-developed method used to control PMSM drive system is
proportional-integral (PI) regulator together with pulse width
modulation (PWM) modulator designed in continuous-time.
To be specific, the PI controller regulates the system state vari-
able to track its desired value by generating a reference voltage
signal to the PWM stage. This approach has a simple structure
and easy to implement which uses a feedback loop to adjust the
control signal based on the difference between the desired and
actual values of the motor speed and currents. Although this
is a reasonable approach, the controller parameters have to be
properly tuned to ensure fast transient response and less steady-
state errors.

A. Literature Review and Motivation

Recently, model predictive control (MPC) is receiving
considerable attention in electric drive systems [4], [5]. The
popularity of this solution stems largely from the possibility to
explicitly address multivariable nonlinear systems constraints.
In electrical drives, MPC solutions can be loosely categorized
in two categories based on whether a modulation stage is needed
or not. Continuous control-set MPC (CCS-MPC) produces the
continuous-time control inputs to the modulation stage in the
controller formulation [6], while finite control-set MPC (FCS-
MPC) replaces the cascaded control structure without the inter-
vention of the intermediate stage [7]. The CCS-MPC method
can be favored in applications where keeping a fixed switching
frequency is crucial. The latter offers an improved dynamic
performance which rely on a sophisticated mathematic model
to predict future behavior of system state and optimize the control
signal. Although extensive research works in the control of
CCS-MPC and FCS-MPC have brought some improvements,
pursuing excellent control performance while ensuring safety
and reliability in the presence of uncertainties remains open for
PMSM drive system [8], [9].

The rapid development of data-driven algorithm has pro-
vided new avenues to overcome the aforementioned inherent
limitation for control system design [10]-[12]. Its main work-
flow is to obtain the parameters of a function approximator (is
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usually a neutral network) by training it with a large amount of
data based on observable variables of the controlled plant, and
apply it in control process. The data-based supervised method
can be utilized to tune controller parameters, calculate non-
linear magnetic flux, or identify motor parameters. It is even
possible to train a neutral network to imitate the output of a PI
or an MPC controller [13]. However, during the supervised
training, both input and output data for an approximator are
required in these applications, thus it is not possible to directly
obtain a controller through this method.

Subsequently, with respect to another line of research, re-
inforcement learning (RL) has been predominantly studied in
the electric drive field for many years and it has attracted much
attention from researchers [14], [15]. Its workflow is to use the
output of a random actor to interact with the environment, and
train the actor through the rewards (the output of a critic) gen-
erated by the interaction. In this approach, the critic and actor
are both neutral networks. The critic network approximates
the reward through supervised learning, while the actor net-
work maximizes the reward through exploration and feedback.
For general problems in finite action space, deep-Q-network
(DQN) can achieve excellent performance, which makes RL
applicable for controlling inverter switch states [16]. However,
for a complete motor control system, continuous control may
be more suitable, especially for the speed-to-current conver-
sion, which involves continuous input and output. It is worth
remarking that deep deterministic policy gradient (DDPG) has
solved the problems of implementing RL in continuous action
space. It is an actor-critic, model-free algorithm based on the
deterministic gradient which employs some methods such as
experience reply, target network, and soft updates to improve
training stability and solve physics tasks robustly. The emer-
gence of DDPG enables the possibility of directly learning the
controllers for electric drive systems solely through data-driven
approaches.

Some research studies on using RL controllers in PMSM
drive system have been devoted to the enhancement of the
robustness against parameter mismatch and disturbances. An
RL current controller is proposed in [17], where the concept
of PMSM controller design by DDPG is first proved. The au-
thors in [18] exploited an RL torque controller by deploying a
complex reward rule so as to make the operating point adhere
to maximum torque per current strategy. The results in [19]
leverage an RL speed controller to reject active disturbance.
Overall, for PMSM speed (or torque) control, it is possible to
use a single RL controller to track the reference. However, in
this sense, the control strategies for torque and current, such
as maximum torque per ampere (MTPA) or maximum torque
per voltage (MTPV), cannot be guaranteed, unless a complex
multi-objective reward can be designed. On the other hand, it is
still uncertain how to train two independent RL controllers for
the dual-loop system and ensure their convergence while main-
taining a strategy module for torque and currents. Motivated
by these issues, it is expected to exploit a data-driven control
architecture along with deep RL technique that embedding the
features of the agents’ inputs for electrical drives in a dual-loop

system. This consideration encourages the main innovation of
the current research.

B. Main Contribution

Pursuing the aforementioned observations, we will launch
a crucial study on the deep RL control problem, and we hope
that this work lays a theoretical foundation and also inspires
new achievements in the intersection of artificial intelligence
(AI) technique and deep learning control theory. In this work,
we further focus on investigating a novel intelligent data-driv-
en control architecture together with two RL controllers that
embedding the features of the agents’ inputs for a dual-loop
control system. This implies that both the speed controller and
current controller are entirely learned by intelligent agents,
rather than being designed through model-based approaches.
To avoid mutual interference between the two controllers, this
paper adopts a sequential training method, where the current
controller is trained first, followed by the training of the speed
controller. In particular, the current agent interacts only with the
inner loop during training. The convergence and performance
of the controllers have been validated under different operating
conditions. The performance evaluation shows that the RL
dual-loop controllers can achieve desired performance to the
model-based approaches [17], [18], while also demonstrating
better dynamics. Furthermore, this paper leverages embedding
techniques to the controller variables, significantly enhancing
the accuracy of reference tracking compared to [20], and this
method can be naturally extended toward various control sys-
tems. Finally, extensive investigations for the electrical drives
confirm the interest and the viability of the proposed design
methodology.

Compared to existing literature, our method has the follow-

ing novel aspects.

* Building upon the RL control protocol, in contrast to pre-
viously known results, this work goes one step further
and accomplishes both speed and current control in a
dual-loop PMSM drive system relying solely on data. To
be more precise, the sequential training method used in
this article avoids mutual interference between the two
controllers and effectively aids in the convergence.

* Unlike much prior studies, by transforming the variables
into embeddings before inputting them into the con-
trollers, significant improvements are achieved in both
training and testing, which facilitate the alleviation of
performance deterioration. This modification is quite gen-
eral and easy to implement in engineering applications
and can be conveniently extended to other RL controllers,
without sacrificing the simplicity of the control structure.

* Last but not least, effectiveness and performance of the
proposal are validated extensively and highlighted by
benchmarking it against other state-of-the-art control
approaches including RL-based controller and PI-based
controller. The extensive testing results in this paper in-
dicate that when designing intelligent controllers, using
data from various operating conditions in training is cru-
cial. This literature opens up even more possibilities of
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connections with power converter and/or motor control
fields.

C. Outline of the Article

The remaining parts are structured as follows. In section II,
we briefly describe the PMSM dual-loop drive system. Section
III presents the speed and current controllers designed formu-
lation. Meanwhile, we provide a distinctive alternative and
details of the proposed RL methodology. To be specific, we
exploit an intelligent data-driven-based controller along with
deep RL technique. In the following, to further enhance per-
formance under different operation scenarios, our work further
focuses on developing a method that embedding the features
of the agents’ inputs. Further, in order to avoid mutual interfer-
ence between the two agents (controllers) in training, the en-
vironment for the current agent is reformulated for both speed
and current in a dual-loop system. In section IV, we verify its
merits with different benchmark examples from the literature.
Finally, conclusions and future works on the suggested control
protocol are summarized in Section V.

II. PaYSICAL SYSTEM

The iteration of an RL intelligent agent is realized through
interaction with its environment. The iteration of an RL intelli-
gent agent is realized through interaction with its environment.
To address a specific problem, it is crucial to determine the
environment in which the agent operates. In this paper, the
environment in which the two agents (current agent and speed
agent) operate includes physical systems such as a PMSM, an
inverter module and a module for selecting operating point.
Note that the two agents belong to each other’s external envi-
ronment. This aspect will be discussed in the next session.

In a vector control system, a PMSM can be modeled by a set
of differential equations, which is described in the d/q coordi-
nate. It yields:

u,= Ri,+ Ld% - oL, (1)
. dz, .
u,=Ri,+L, e + (L, + vy 2)
T=3 p(wi+(L,~L)ii 3
e 2 p(l//plq ( d — q) ldlq) ( )
do _
JA =TT, )

where u,, u,, i;, and i, are the voltage and current of the motor,
T, and T,, represent the electromagnetic torque and load respec-
tively, and @ represents the machine velocity. All variables in
the equations are derived from observation and measurement
of the PMSM, and the d/q components are obtained through
coordinate transformation. In the completed trained control
system, torques (7, T,,) are not required to be measured due
to the fact that their effects are reflected in changes in velocity.
However, during the training phase, they needed to be observed
so as to calculate the rotational speed in the environment.

A A
g% 17

Fig. 1. Limitation of voltage vector.

A power electronic converter is usually deployed to drive
the three-phase PMSM. The converter is powered by a con-
stant DC bus and, hence, the voltage range at the stator of the
PMSM is limited. When it observed in a/f coordinate in Fig. 1,
the maximum voltage that the inverter can provide is limited in
a hexagon. Accordingly, even though the output of the RL cur-
rent controller is (~1,1), the modulation module still limits the
actual voltage within a feasible range. This is a characteristic of
the environment, which the RL agent needs to implicitly learn.
Moreover, it is interesting to remark that the dead time of con-
verter should be taken into account to ensure that RL actor can
adapt to the real environment [14].

In order to make the PMSM operate at the optimal point, the
desired control solution are necessary after decoupling control
into d/q coordinates. The selection of the operating point must
firstly satisfy the constraints on current and voltage. High cur-
rent can lead to temperature rise and safety issues and, hence,
the current should be limited:

Vv Ltzl' + L‘% = imnx (5)

As for voltage constraint, the operating point voltage must
satisfy the requirement that it can be achieved by the modula-
tion module throughout the complete period. It should be noted
that, unlike the limit in the inverter, the constraint here refers to
the inscribed circle of the hexagon in Fig. 1, with a maximum

1 .
value of V3 uy.. According to (1) and (2), the voltage of

PMSM is small at low speed, so the voltage limit can be ig-
nored. At high speed, after neglecting the voltage drop across
the resistance, this constraint can be expressed as:

1
V3

After satisfying the current and voltage limits, the suggested
strategy for the operating point is generally based on MTPA
and MTPV. Based on (3) and the Lagrange Multiplier method,
the reference values of d/g axis currents under MTPA strategy
can be obtained:

\/(a)(Lde + l//f))z + O)(Lqiq)z = Uge (6)

. Y Vi )
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Fig. 2. Operating point selection strategy.

Similarly, the reference values under MTPV strategy are
given as:

UL~ 4Vl \/ vie By [Fobe )
i= d
’ AL/L,~L,) ()

S ly

1 =
7 wl,

q

The operating point selection strategy is illustrated in Fig. 2,
which aims to achieve the maximum torque while satisfying (5)
and (6). For the reference torque shown in the figure (blue line),
when the speed is low, the motor operates at point A deter-
mined by MTPA. Since the speed increases beyond the critical
point of the voltage limit, the system will subsequently operate
along the constant torque curve until point B. At this point,
the current is saturated, and the PMSM is unable to maintain
a constant torque. The motor will work along the current limit
circle to provide maximum possible torque. Finally, the critical
point of MTPV is reached. If the motor continues to accelerate,
it will subsequently operate along the point C to D curve to
fully utilize the voltage and obtain the maximum torque. The

point D is a theoretical point at (- %, 0). During training, the
d

operating point is obtained through look-up-table (LUT) or
analytical method. This strategy module, like the PMSM phys-
ical system, also belongs to the environment that the RL agent
needs to adapt.

III. DESIGN AND TRAINING

In this section, motivated by the aforementioned discussions,
we aim at investigating on an intelligent data-driven-based
controller design issues. To this aim, a data-driven control ar-
chitecture along with deep RL technique that embedding the
features of the agents’ inputs is presented to enhance the per-
formance. Meanwhile, the environment for the current agent
is reformulated so as to avoid mutual interference between the
two agents (controllers) in training for both speed and current
in a dual-loop system for electrical drives. In what follows, the
suggested control design procedure will be discussed in detail.

e
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Fig. 3. The RL agents and their environments.

A. Design Training Algorithm

The overall system is shown in Fig. 3, where the blue box
represents the environment of speed agent, and the burgundy
box represents the environment of current agent. Ideally, the
Environment 2 should include all components in the system
except the current agent. However, in this sense, updating the
parameters of the speed agent will lead to change in the en-
vironment of the current agent, which will require retraining.
Similarly, variations in the parameters of the current agent will
require retraining of the speed agent.

On the other hand, if training both agents synchronously, it
may lead to instability due to their different objectives and the
mutual influence of their convergence. To address the issues
associated with the aforementioned methods, this paper lever-
ages a solution where the current controller is first trained in
Environment 2, followed by training the speed controller in
Environment 1, and as shown in Fig. 3. Since the current loop
is an inner loop, its dynamics should be faster than speed loop.
Consequently, when the current controller is trained, the envi-
ronment of the current agent can be simplified by neglecting
the dynamic process of the outer loop, as long as the trained
current controller can track the references under different speed
conditions.

The RL controller is actually the actor of the agent, whose
objective is to maximize the reward. For the both speed and
current RL controllers, their rewards are the negative mean
squared error (MSE) between the actual value and the refer-
ence value. Then, we can get

w'-w \,
e = = | ©)
o PR , i* i
_ Li—1lg |2 g — bt |2
e (10)
LH LH

Next, the method for evaluating an actor’s action is the ac-
tion-value function, which can be described by the Bellman
equation:

Q'(s» ) =E (r(s,, @) + 70" (5101, 1(5,:1))) (11
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Fig. 4. The actual rewards during training using different power conditons. (a)
The rewards of current agent, (b) The rewards of speed agent.

TABLE I
PARAMETERS AND VALUES

Parameters Values
Stator resistance R 6.0e-2
d component of inductance L, 1.3e-3
g component of inductance L, 4.0e-3
Permanent flux y, 125.1e-3
Pole of pairs J 1.324e-3
Moment of inertia R 6.0e-2
Nominal current i, 195
DC bus voltage u,, 450
Nominal velocity e, 2000 x w30
Sampling time 7, le—4

This is a recursive function based on the temporal difference
(TD) method, and it includes a discount factor for the future
reward. The Q-function can be approximated by a neutral net-
work which is the critic in the agent. During the training, its
loss function is given as:

Loss = (1(s, @) + 70" (s, (5:1)) = Qs @) (12)

The second term in the loss function depends on the actor
and critic, which are constantly updated during training, and
this can introduce instability into the training. Therefore, target
functions for the actor («') and critic (Q') are introduced to
predict Q-value, and they are set to slowly approach the lasted
actor and critic [21]. The calculation of the Q-value requires
both state and action, making the actor and critic interdepen-
dent and requiring them to work in tandem. As a result of the
cascading structure, the gradient can be propagated to the ac-
tor, enabling the implement of the gradient ascent algorithm
to update the actor’s parameters and achieve the maximum

TABLE II
HYPERPARAMETERS USED IN TRAINING

Hyperparameters Speed agent Current agent
Number of layers 64/32/32 64/32/32
Activation function of actor ReLu/ Tanh ReLu/ Tanh
Activation function of critic ReLu/ReLu ReLu/ ReLu
Learning rate of actor Se-5 Se-5
Learning rate of critic 3e-5 3e-5
Batch size 128 128
Optimizer Adam Adam
Discount factor 0.99 0.99
reward.

Note that the environment and reward for the current and the
speed controller should be differentiated, while the remaining
process is mostly same. To avoid local optima, additional noise
is added to actor’s output:

a,=pus)+N, (13)

It is a crucial aspect of the exploration in RL, and in this pa-
per the noise is used the Ornstein-Uhlenbeck process, which is
suitable for physical systems with momentum [21].

B. Change of Reward and Feature Embedding

To ensure the convergence of the algorithm, as depicted in
Fig. 3, all variables will be normalized to the range of [-1, 1].
However, normalization will cause the gradient of MSE to
become very small as the error gradually converges, which
limits the precision of the training. If the exponent of the error
in reward is gradually reduced, the gradient of the reward will
increase in cases where the error is small. This effect is partic-
ularly pronounced when the exponent is less than 1, because
the reward becomes more sensitive to fine errors. Thus, this
paper made adjustments to the exponent in the rewards. In Fig.
4, the training results of the currents (or speed) reward under
three different conditions are demonstrated: when the exponent
of error is equal to 2, equal to 1, and equal to 0.5. The system
parameter values and the normalization values are given in TA-
BLE 1, and fixed hyperparameters used for training are given
in TABLE II.

To facilitate comparison, the actual rewards during training
in the figure have been uniformly normalized using pow (MAE,
0.1) in Python. It is evident from the figure that reducing the
exponent leads to a stable improvement in the actual reward
during training. The power is a hyperparameter that can be ad-
justed based on the specific circumstance. Due to the fact that
the exponent becomes too small, it can also affect the gradient
when the error is relatively large, and a value of 0.5 is used for
the reward in this work.

Data and features are also important factors that influence
the training results. In this literature, the features refer to the
input vector of the network is expressed in the following form:
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Fig. 5. The actual rewards during training using feature embedding. (a) The

rewards of current agent, (b) The rewards of speed agent.

cosf sinf

(14)

Taking the example of the speed agent, the feature of speed
error in the vector is inevitably important, since the value of
the reward is directly determined by it. However, the speed
error may only approach 1 during start-up, and for most part, it
remains close to 0. This results in a highly imbalanced data dis-
tribution, where the feature is effective in distinguishing high
and low levels of error, but lacks discriminability when error
is low. To some extent, the error features of currents also suffer
from a similar problem. Batch normalization can alleviate this
limitation, but it relies on the statistical properties of the train-
ing data, which can introduce bias during prediction.

To circumvent this barrier, we leverage the feature embed-
ding to better distinguish the magnitude of a certain feature.
One approach is to bin the feature and use an LUT to store the
embeddings corresponding to the different bins, and adaptively
adjust these embeddings during training. The effectiveness of
this method depends on the result of binning, and it requires
an additional LUT. It is noticeable that, in this work, we use a
practical solution by normalizing the same feature differently
and concatenating the results into a vector to represent the em-
bedding of this feature. Thus, the embedding of a feature can
be express in the following equivalent form:

i) of)

) )
\ Vf‘l/l) v,

[y

2w | (15)

Vn

e,=

where e, denotes the embedding of feature v, and v can be any
feature, such as speed or speed error. The / is a hyperparameter,
which is related to the dimension of the embedding.

From (15), it can be seen that small errors will be amplified
after normalization. Additionally, the dimension and normaliza-

TABLE IIT
PSEUDOCODE FOR THE CURRENT/SPEED CONTROLLER

Method: Implementation of the Suggested Controller

1: Initialize the Q and u
2: Initialize the target functions Q', and p',
3: for episode =1, M do

4: if training current controller, then
5 Initialize the Environment 2.
6 Neglect the (4) and select reward (10).
7 else
8 Initialize the Environment 1 and select reward (9).
9 fort=1, T'do.
10: Select action a, through (13) and simulate.
11: Observe the new state s, and calculate the r..
12: Store(a, s, 7, 5,.,) in replay buffer.
13: Sample a batch of data randomly from replay buffer.
14: Update the parameters of Q by minimizing (12).
15: Update the parameters of u by maximizing (11).
16: Softly update the target functions Q', and (.
17: end for.
18: end for

tion method can be adjusted based on the results obtained. Fig.
5 shows the actual rewards obtained by the current (or speed)
controller during training with features embeddings when [ =
4. The blue line in Fig. 5 represents the same results as the blue
line in Fig. 4. It can be observed that after adding the current
and current error embeddings, the current controller has signifi-
cantly improved in terms of reward. Similarly, after adding
the speed and speed error embeddings, the speed controller
also shows prominent enhancement. To illustrate the practical
implementation of our modification clearly, the pseudocode for
training the controllers is provided in TABLE III.

IV. EVALUATION AND RESULTS

In this section, to verify our theoretical findings, a case study
is carried out on a PMSM drive control system, and the func-
tionality of the suggested algorithm will be demonstrated. For
a fair comparison, same parameters are set.

The training data are generated by training the actor and crit-
ic networks with randomly selected speed setpoints until con-
vergence. To ensure consistency between the training data and
the real-world system behavior, a physics-based model of the
inverter and PMSM is constructed within a Python environ-
ment, along with a discrete-time control system. Specifically, a
simulation framework resembling Simulink is developed based
on system equations and numerical solvers, allowing the agent
to interact with the environment. Practical features such as
dead-time effects and digital control delays are also preserved.
As a result, the simulation environment produces outputs that
match those of the actual physical system.

The speed control agent generates a reference torque based
on the system states and the reference speed. Meanwhile, the
current control agent outputs a reference voltage according to
the system states and the reference torque. Further, the action
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Fig. 6. Performance of the current controller at different speed conditions. (a)
Performance of i, traking, (b) Performance of i, traking.
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Fig. 7. Performance of the speed controller under different loads.

space of the current control agent is continuous and normalized
to the range (-1, 1), based on the allowable voltage range at the
inverter output. Similarly, the action space of the torque control
agent is continuous and normalized to (-1, 1), according to the
torque range at the motor output.

A. Training with Different Speeds and Loads

First, when the current controller is trained, it is important
to vary the speed setting in Environment 2 to different values.
Although the RL controller has some degree of robustness,
in general, using a fixed speed during training can result in
significant errors when tested at other speeds. Fig. 6 depicts
the performance of the controllers at different speeds during
test after being trained at either random range ([0, 1]) or fixed
speeds. From Fig. 6, it can be observed that the tracking per
formance of i, (or i,) is greatly affected when the fixed oper-
ating speed is 0.25 in training and the operating speed is 1 in
test. This figure indicates that employing random speed during
training or chose a larger fixed speed is necessary to maintain
desired control performance across the full speed range.

Similarly, it is necessary to use different loads during train-
ing process of the speed controller. Fig. 7 also demonstrates
that using random loads during training can result in a control-
ler with better performance across different loads.

B. Effectiveness of Feature Embedding

The partially tested performance of the current controller
trained using the scheme described above is shown in Fig. 8.
As shown in the figure, the model trained using feature em-
bedding outperforms the model without embedding in tracking.
This is consistent with the result of reward during training.

Fig. 9 also demonstrates that for the RL speed controller,

1.0

current

current

1.0
0.5f
0.0

current

-0.5¢

-1.0 L . \ .
0 0.2 04 . 0.6 0.8 1
time(s)

©
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0.0

current

—_— i
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time(s)

(@)

Fig. 8. Performance of the current controller at speed 1.0. (a) i, traking of
the RL controller with embedding, (b) i, traking of the RL controller without
embedding, (c) i, traking of the RL controller with embedding, (d) i, traking of
the RL controller without embedding.

using embedding results in higher accuracy and less vibra-
tion. In Fig. 9, the speed trajectory using a PI controller is also
shown. It can be observed that the dynamic performance of the
RL controller is superior to that of the implemented traditional
model-based controller, and with the help of feature embed-
ding, it can approach the performance of the PI controller in
steady-state.

Fig. 10 presents detailed test results, evaluating the per-
formance of these two RL controllers under different operation
conditions. This figure not only demonstrates the reliability of
the benefits of using embedding, but also highlight two inter-
esting points. In the current test results shown in the figure, it
can be seen that the model without embedding experiences an
immediate increase in error when the speed exceeds 1, even
with random speed range ([0, 1]) during training. This suggests
that the generalization ability of the model trained with random
speeds still depends on the representation of the features. An-
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Fig. 9. Performance of the speed controller under load 0.75.

other point that can be observed by comparing D and E is that
as long as the speed controller employs the embedding, the use
of embedding in the current controller has little effect on speed
control performance. This is because for the speed controller,
the current controller is only a part of its external environment,
which it needs to implicitly learn during training. However, in
that sense, if the inner loop cannot accurately track the reference
value, it will lead to a discrepancy between actual operating
point and operating point from strategy selection module.

Finally, the comparison results also show that the controllers
trained by the proposed approach can achieve desired perfor-
mance to model-based controllers, and have better dynamics,
while relying solely on data, and making it suitable for sensi-
tive applications such as transportation. In conclusion, this test
illustrates the capabilities of our method to obtain a high-per-
formance under different operation conditions, and our solution
works as expected.

V. CONCLUSIONS AND FUTURE WORK

This article demonstrated how to train two cascaded RL con-
trollers in a dual-loop system. By redefining the environments
of the two agents and training them sequentially, the current
and speed controllers can converge under different operating
conditions successfully. Meanwhile, the proposal in this work,
which utilized embedding to represent the speed, current and
error, can significantly improve the accuracy of the RL control-
lers when compared to the previous RL controllers. This had
been validated in both training and testing. Furthermore, the
accuracy and robustness of the RL controller were enhanced
by adjusting the reward function and using different operating
conditions during training. Finally, the results demonstrated
that our development can offer good tracking performance and
regulation properties in contrast to two different control ap-
proaches, which enable the system to operate as their enhance-
ment, facilitating its quick adoption by the industry.

Future investigations will focus on issues kept out of the
scope of this work. First of all, it is expected that the results
in this work can be extended to other electric drive systems
under cyber attacks, where exploration would be beneficial
by addressing an online safety-enhanced deep RL along this
study line [22]-{24]. Alternatively, how to design a transferring
learning-based long-horizon MPC solution subject to unknown
uncertainties is another potential theme that needs further re-
search [25], [26].
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Fig. 10. Performance of the controllers under different conditions. (a)
Performance of i, traking, (b) Performance of i, traking, (c) Performance of
speed traking.
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Calculation Method of Coupling Coefficient for
Circular Coils with Bilateral Double-Layer Bounded
Magnetic Shielding

Pengjie GUI, Zhiyuan LIN, and Zhongqi LI

Abstract—The calculation of coupling coefficient between coils
is crucial for optimizing the efficiency of wireless power transfer
(WPT) systems. For bilateral double-layer bounded magnetic
shielding circular coils under horizontal displacement conditions,
the accurate calculation of coupling coefficients currently relies
mainly on time-consuming large-scale finite element simulations.
To address this problem, the coupling model is divided into subregions
using boundary conditions, the magnetic vector potential in each
region is solved through Maxwell’s equations, and a formula
for the coupling coefficient of coaxial double-layer bounded
magnetically shielded circular coils is derived. Additionally, a
double-layer boundary vector-equivalence method is proposed,
and the coupling coefficient formula for a circular coil with bilateral
double-layer bounded magnetic shielding under horizontal offset
is derived using spatial geometric relationships. The reliability
of the proposed method is corroborated by the calculated, simulated,
and laboratory-obtained values. The errors between calculated
and simulated values are not more than 3.95%, and between
calculated and laboratory-obtained values are not more than
4.51%, which confirms the accuracy of the proposed method.
Furthermore, a significant computational speed advantage is
demonstrated by the proposed method compared to simulation.

Index Terms—Coupling coefficients, magnetic vector potential,
vector boundary formulation, wireless power transfer.

1. INTRODUCTION

RELESS power transfer (WPT) technology has
emerged as a disruptive innovation in power electronics,
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enabling contactless energy transmission through electromagnetic
coupling. This breakthrough addresses spatial constraints
inherent in conventional wired systems while demonstrating
superior performance in operational convenience, deployment
flexibility, transmission reliability, and safety assurance. WPT
systems have been widely implemented in transportation (electric
vehicle charging), acrospace (satellite power systems), medical
devices (implantable electronics), and underwater power
applications (submarine equipment)[1]-[14]. The expanding
applications of WPT technology, particularly in industrial and
consumer electronics, have led to the development of diverse
system architectures with varying power levels and transmission
distances. Multilayer magnetic shielding, which provides superior
eddy current suppression compared to single-layer designs,
is typically employed to enhance electromagnetic shielding
performance and improve coupling capability in WPT systems
for different applications. In practical implementations, coil
horizontal offset inevitably occurs due to installation tolerances
or operational movements. Therefore, developing accurate
calculation methods for coupling coefficients in bilateral
multilayer shielded circular coils under horizontal offset is
crucial for WPT systems, as it directly impacts system efficiency
optimization and stability control. These calculation methods serve
as fundamental tools for designing high-performance WPT
systems with robust misalignment tolerance.

The current coupling coefficient calculation relies on precise
mutual inductance estimation. Global research efforts have
yielded diverse computational approaches for determining
circular coil coupling parameters. When neither the receiver
nor the transmitter has magnetic shielding, [15] and [16] apply
the Biot-Savart law to compute the mutual inductance under
arbitrary coil displacements. This is achieved by calculating
the magnetic flux density and performing numerical integration.
[17] and [18] propose an elliptic integration computational
approach for determining inductive coupling between spatially
misaligned circular coils, enhancing both computational speed
and accuracy. [19] employs Euler angles to compute the magnetic
coupling coefficient between two planar helical coils in arbitrary
spatial configurations.

Incorporating magnetic shielding into the coil improves system
coupling and reduces interference. For mutual inductance
calculation with magnetic shielding, [20] proposed an analytical
method using Fourier-Bessel expansion. It derives the mutual
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inductance expression for coaxial and horizontally offset circular
coils, assuming the shielding material has infinite extent. [21]
derived mutual inductance formulas for double-layer shielded
circular coils in arbitrary positions using electric field strength
and coordinate transformation. However, the assumption of
infinite shielding extent in the horizontal plane limits practical
applicability. For bounded magnetic shielding, [22]-[24]
developed a truncated region eigenfunction expansion method
to compute mutual inductance, expressing it in terms of magnetic
vector potential. However, these studies only consider shielding
on one side. [25] established a geometric-to-inductance mapping
for bilateral bounded shielding coils using magnetic reluctance
theory but was limited to coaxial configurations without
addressing horizontal offsets. [26] and [27] simplify calculations
using a core-less equivalent circuit, but only consider single-
layer magnetic media. Similarly, although [28] derives the
coupling coefficient under horizontal displacement, its theory
is still limited to single-layer media and does not address the
modeling of actual multi-layer shielding structures. In summary,
for the bilateral multi-layer bounded magnetic shielding circular
coil model, this paper proposes a more practical method for
calculating the coupling coefficient of two layers.

A coupling model for bilateral double-layer bounded
mag-netically shielded circular coils with horizontal offset is
established in this paper. First, the model is partitioned into
subregions using boundary conditions. The coaxial coupling
coefficient is then derived by solving the magnetic vector
potential of each subregion via Maxwell’s equations. Second, a
double-layer boundary vector equivalence method is proposed,
and the horizontal-offset coupling coefficient is derived through
spatial geometry analysis. Finally, the method is validated
through numerical computation, finite-element simulation, and
experimental measurement.

II. CALCULATION OF THE COUPLING COEFFICIENT
BETWEEN COAXIAL CIRCULAR COILS

A. Calculation of the Magnetic Vector Potential in Multi-
Region Systems

To improve magnetic shielding performance and accom-
modate various application requirements, a circular coil with
bilateral double-layer bounded magnetic shielding is proposed
for the wireless energy transmission structure, as illustrated in
Fig. 1.

Based on the cross-section of Fig. 1, Fig. 2 shows the model-
ed cross-section of a bilateral double-layer bounded magneti-
cally shielded circular coil. The model divides into ten distinct
regions bounded sequentially by planes at z = —ds, z = —d,, z =
~dy,z=0,z=2z,z=2z, 2=z, 2=z, and z = z;. Az represents
the axial offset between coil centers, with 7, and r, denoting
the transmitter and receiver radii respectively. The shielding
materials have radii c¢,, ¢,, ¢; and ¢, with uniform thickness,
separated by an air gap Ad. The relative permeabilities u,,, i,
and conductivities o,, o, characterize each shielding layer. /
is the hypothetical truncation distance of the magnetic vector

Double-layer magnetic
shielding material

Receiver coil

Transmitter coil

Double-layer magnetic
shielding material

Z

Fig. 1. 3D structure of a circular coil with double-layer magnetic shielding.
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Fig. 2. Cross-section of a circular coil with double-layer magnetic shielding.

potential. The transmitter carries current /e’ | with amplitude /,
angular frequency w and time variation .

Since both the magnetic shielding material and the coil in
this transmission model are circular, this transmission structure
has symmetry. Therefore, the magnetic vector potential A has
only one component, and the direction of this component is
uniformly distributed. Consequently, The electromagnetic field
equations formulated in terms of the vector potential A can be
simplified:

VA= 0A oA 1,

A A _
ar ar r F

a2 Hs @

where V2 is the Laplace operator, 4 denotes the permeability,
and J is the current density. Applying separation of variables
to (1) yields the magnetic vector potential A(7, z) satisfying:

A(r,2)= 2 AL (wr)+B.Y (w)(Ce +Coe™) ()

In the above equation, 4, B,, C,, and D, denote the coeffi-
cients of each subregion, where subscript o serves as an index
without physical meaning. The parameter w is the eigenvalue,
satisfying w* = 1> — jwugu,0, where u, is the vacuum permea-
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bility, and x, and o are the relative permeability and conductivity
of the shielding material. Here, J; (w) and Y,(wr) represent
the first-order Bessel functions J, and Y, (of the first and second
kind, respectively), with 7 ranging from 1 to oo .

Since the magnetic vector potential must maintain finite
values, while Y, (wr) diverges at the origin (—0), to ensure
convergence, the radial magnetic flux density B, vanishes in re-
gions 1, 3, 5, 6, 8, and 10, where the magnetic vector potential
A(r, z) in these regions takes the form:

A(r,z)= i}, Jiwir)De™ )
Ay(r,2)= i Jiwir) (Ce™+Dse™) Q)
As(r,z)= 2 Jilwir) (Cse™*+Dse™) ®)
Aq(r,z)= i Jiwr) (Cee*+Dge™) ©)
Ag(r,z)= 2 Jiw,r) (Cse"*+Dge™) @)

A(r,z)= i Jiwir) Cie™ ®)

For eigenvalues w in (3)—(8), that can be determined by im-
posing the boundary condition that A is zero at the truncation
boundary /. The eigenvalues are obtained when the non-expo-
nential component vanishes at the boundary 4. Consequently,
the magnetic vector potential vanishes when J, (w/h) is 0,
where J; denotes the Bessel function of the first kind.

The inclusion of magnetic shielding materials in regions 2,
4,7, and 9 introduces additional complexity to the boundary
conditions. The domain partitions into air-filled regions and
magnetic shielding material regions, where the solution in each
subdomain can be expressed using boundary conditions and
convergent Bessel function expansions:

A, (r,z)zi]l(xir)(czewwzew) ©)
A (r5)= gR(sir)(Cze“"z+Dze"‘) (10)
A (r,2)= gfl(qir)(c4e”“+04e”“) an
Al (r,z)z23(,;;)(048%@046-%) (12)
Ai (r,z)= i Ji(qir) (Cre"*+Dqe™) (13)
Af‘<r,z>=gmpir)(cﬂwmﬂf’@) (14)

A (r,2)= 2 o) (G D) (15)

A (r,9)= L R(s1) (Cer+De™) (16)

where “al” denotes the aluminum plate material, “fer” denotes
the ferrite material, and “air” denotes the air medium. ¢ and x
are the regional eigenvalues and satisfy ¢* = p* — jwiug,.00, X =
s’ — JWiltolt,205, R(pir) = AJ\(pr) + BY,(pr), and R(sy) = 4,J,
(s7) + B.Y\(sr), where the eigenvalues can be solved using R
(p) =0 with R(s,1) = 0.

B. Calculation of Mutual Inductance and Self-Inductance Be-
tween Circular Coils

The continuity conditions for normal and tangential com-
ponents apply to the B-field and H-field of the system alike.
Using this condition, the boundary conditions are satisfied as
follows when the radius of the magnetic shielding material is 7,
taking region 2 as an example:

Jixe) = Ay (sic)) + By (si¢)) (17)

JTxiJO(xicl):A2Sb]O(SLCl)+B25iYO<Szcl) (18)

The solution for 4, and B, can be obtained by solving the
simultaneous (17) and (18).

1
e xJo(xe)Yi(ser) (19)

sihi(se)Yo(ser)=sido(sic)Yi(sier)

sili(xe1)Yo(sicr) -
A2:

.o /~L1rz xb']o(x;c1)]1(5101)—191‘.]0(«91‘01)]1(%01) (20)
=

Si]l(sicl) Yo(SiC1)—3Jo(31€1)Y1(Si01)

Similarly one can find the coefficients 4,, B,, 4;, B;, Ay, B,
in regions 4, 7, 9. Using the boundary conditions between each
neighboring region one can obtain the following:

Am(r’ Z'l) = Amﬂ(ra Zn) (21)
Oz 2, 9z - = /»L.] (22)

Due to the presence of Bessel and Neumann functions in
the proposed formula, which ensures rapid convergence, an
approximation can be obtained by considering only a finite
number of terms in the magnetic vector potential series. Taking
(3) as an example, when i takes the first # terms, both sides of
the equation are multiplied by J,(wy) * r, integrating over r
from 0 to the truncated region 4. Applying the orthogonality of
Bessel functions yields the following simplified form:

ch = *
|, 2w dGenrd= XD e pan) @3)
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Fig. 3. Schematic cross-section of the two-layer boundary vector equivalence
method after horizontal offsetting.

Similarly, the above method can be used to convert (21) and
(22) into matrix form. Then, using Cramer’s rule, the unknown
coefficients D, — D, and C, — C,, can be obtained. The solution
process is shown in the appendix.

To determine the system’s mutual inductance, only the mag-
netic flux through region 5 needs to be considered. The mutual
inductance can then be expressed as:

M:Z";irz N Ji(wr,) (Ce™+De=) 4)
i=1

The self-inductance parameter of the transmitting coil, L,,
and the self-inductance parameter of the receiver coil, L,, can

be calculated by considering identical coil geometries, while
the mutual inductance at zero coaxial distance is derived by

L, =2}T7r1 Z]l(wrl)(Cse”‘+D5e'”’z') (25)
i=1

L=2T0 3 () (Cem+De™)  (26)
i=1

The coupling coefficient k is given by (27)

k= @7
L 1° L2
III. CALCULATION OF INTER-COIL COUPLING COEFFICIENT
AT HORIZONTAL OFFSET

For horizontal offset analysis in double-layer magnetic
shielding, a boundary vector equivalence method is proposed.
Fig. 3 shows the cross-section after offset application, where
[ denotes the + x-axis offset. The initial radius of the original
double-layer magnetic shielding is added and subtracted from
the horizontal offset, respectively, and is equivalent to a large
double-layer magnetic shielding material and a small dou-
ble-layer magnetic shielding material. The radii after the equiv-
alence are brought into the original parameters ¢, and ¢, to find
the coefficients C; and D; of region 5.

In Fig. 3, the radius of the coaxial magnetic shielding ma-
terial after the equivalent ¢, and ¢; , with respect to ¢,, can be
described by the matrix expression as follows:

Ci

1

Ci

1 -l
1/

29

Ci

r

Fig. 4. Receiver coil horizontal offset 3D structural diagram.

To analyze the receiver coil’s horizontal offset, Fig. 4 pres-
ents the corresponding 3D schematic. The parameter / rep-
resents the horizontal offset distance from the z-axis symmetry
center. Considering point P, on the coil, its differential tangent
vector element is denoted d/ as its tangent component, and the
tangent A; of the Coil with () as the radius is the magnetic
vector potential component, and the angle of both of them is 4.

The parametric equations of the receiver coil and coil are
established separately as follows:

x. = rycos 6

¥, = ry8in 0 (29)
2, =2

x, =1r(0)cos @

¥, = r(0)sin ¢ (30)
2, =2,

When offsetting the receiver coil alters its relative position,
the following relationships hold

X, X, l
Yo |= ¥y |+ 0 (31
Z, Z, 0

Based on the geometric relationships
r(6)=Vas +y3 (32)

The corresponding tangent vectors are obtained by deriva-
tives of @ and ¢ in (28) and (29), respectively.

a;=[-r, sin 0,1, cos 6,0]"

33
Bi=[-r(0)sin ¢, r(0)cos ¢,0]" (33)

Finally, the solution is obtained by substituting the cosine
value between the two vectors into (24).

_2_2 " 011'@1
M="p=7 Jo Aslr(6).z.] lou 1B, 10 4)

The horizontal offset coupling coefficient £ is calculated by
substituting (34), (25), and (26) into (27). Similarly, this meth-
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Receiver

coil

Fig. 5. Experimental setup diagram.

TABLE I
CoIL AND MAGNETIC SHIELDING MATERIAL PARAMETERS

Symbol Parameter Value
T, Transmitter coil turns 17
T, Receiver coil turns 18
R, Transmitter coil initial radius 35 mm

" Receiver coil initial radius 25 mm
AR Radius change 1.1 mm
z, Transmitter coil height 12 mm
z, Receiver coil height 22-112 mm
z, Receiver side magnetic shielding 13 mm
C,Cy Ferrite material radius 48.5 mm
che, Aluminum plate material radius 50 mm
d Thickness of magnetic shielding material 5 mm
u, Ferrite relative permeability 2800
o, Ferrite conductivity 0.01 S/m
ey Relative permeability of aluminum plate 1.000021
o, Aluminum plate conductivity 3.8x 107 S/m

od extends to multi-layer magnetic shielding structures of arbi-
trary sizes. The proposed calculation method calculates circular
planar helical coils as concentric circles with different radii, so
there are some minor errors.

IV. SIMULATION AND EXPERIMENTATION

To validate the proposed formula for horizontal-offset cou-
pling coefficients in doubly-bounded magnetically shielded
circular coils, simulations are performed using Ansys Maxwell,
with results shown in Fig. 1. Experimental measurements use
an IM3536 LCR meter at an 85 kHz operating frequency. For-
mula validity and computational efficiency are verified through
comparative analysis of vertical/horizontal offsets and compu-
tation time. The experimental configuration appears in Fig. 5.

The mutual inductance measurement principle using an
impedance analyzer is that the transmitter coil and receiver
coil forward series results in L,+L,+2M; reverse series results
in L,+L,-2M; and the mutual inductance M is determined by

A
z
| H2,00 |
Receiver coil | Hr1,01 |
ATTTAT o
T Vertical offset
V) Az . .
Transmitter coil
r |
P!
_______ |
y Zl¢ X
»
| Hr1 5,01 |
| Hr2,02 |

Fig. 6. Schematic of the vertical offset on the receiving side.

the following fundamental relation: M = (L,~L,)/4. Table I lists
the coil and magnetic shielding parameters. For experimental
consistency, all shielding materials share identical radius and
thickness specifications. Given the negligible air-gap effect in
practical operation, we set Ad = 0 for simulations.

For the purpose of analysis, it is necessary to define the
simulation error coefficient &, and the experimental error
coefficient ¢, for the coupling coefficients, as shown in (35)
and (36):

\k k.
&= k x100% (35)

s

&= Lk_kl x100% (36)
where k, k,, and k, represent the calculated, simulated, and ex-
perimental coupling coefficients, respectively.

A. Vertical Offset

The receiver side magnetic shielding material and the re-
ceiver coil are collectively referred to as the receiver side in this
paper, and for the receiver side vertical offset experiment, the
receiver coil is set to be vertically offset from z, =22 mm along
the + z-axis to z, = 112 mm in steps of 10 mm in sequence, as
shown in Fig. 6.

The vertical separation distance on the receiver side is Az in
the figure, and the dashed line is the starting position of the re-
ceiver side before the offset. The measured coupling coefficient
data and error comparisons for the receiver side vertical offset
are shown in Table II. The errors ¢, of the coupling coefficients
of the calculated and simulated values are not greater than
3.95%, and the errors &, of the coupling coefficients of the
calculated and experimental values are not greater than 4.51%.
The results of the coupling coefficients of the computational re-
sults with the numerical simulations and the experimental mea-
surements are in good agreement. Combined with Table I, the
calculated, simulated, and experimental coupling coefficients
with the vertical distance of the receiver side are established as
shown in Fig. 7.
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TABLE II
CoOUPLING COEFFICIENTS AND ERRORS FOR VERTICAL OFFSETS ON
THE RECEIVER SIDE

Az/mm k, k, k, e /% &,/%
10 0.5823 0.5711 0.5782 1.97 0.71
20 0.3911 0.3796 0.3906 3.05 0.14
30 0.2615 0.2570 0.2585 1.75 1.14
40 0.1766 0.1780 0.1818 0.80 2.90
50 0.1234 0.1262 0.1266 2.26 2.56
60 0.0935 0.0915 0.0912 2.15 2.51
70 0.0651 0.0677 0.0672 3.95 3.16
80 0.0492 0.0511 0.0515 3.83 4.51
90 0.0381 0.0393 0.0388 3.08 1.91
100 0.0303 0.0307 0.0309 1.25 2.12
0.7
Calculated value
06 +  Simulation value
_§ 05k O Experimental value
Q
=)
§ 04
2 03¢
=
g o2y
0.1F
0.0 L
0 10 20 30 40 50 60 70 80 90 100

Vertical distance Az (mm)

Fig. 7. Vertical offset coupling coefficient variation graph.

Analysis of Fig. 7 reveals that the coupling coefficient grad-
ually decreases as the perpendicular distance between receiver
and transmitter coils increases, because the enhanced coil
separation progressively reduces their magnetic flux linkage,
thereby diminishing the coupling degree.

B. Horizontal Offset

In the horizontal offset experiment on the receiver side, z, is
set to 72 mm, and the vertical distance (Az) between the receiver
coil and the transmitting coil is 60 mm. The receiver side starts
at a horizontal distance / = -50 mm and is offset along the
positive x-axis in 10 mm increments up to / = 50 mm. The
experimental setup is illustrated in Fig. 8. The measured coupling
coefficients and their corresponding errors for horizontal offset
are presented in Table III. / denotes the horizontal offset distance.

Analyzing Table III, it can be seen that the errors of both the
calculated value coupling coefficients and the simulated value
coupling coefficients are not greater than 3.69% at the lateral
displacement of the receiver assembly. The error &, between
the calculated value coupling coefficient and the experimental
value coupling coefficient is not more than 2.51%. The results
of calculated values and simulated and experimental values

A z
| 2 %) |
| H1,01 |
Receiver coil
e \
<—>i
/
Zy Az
Transmitter coil
r |
______ I
Z i X
>
I Hr1,01 | -
| Hr2,02 |

Fig. 8. Schematic diagram of horizontal offset on the receiver side.

TABLE III
CoUPLING COEFFICIENTS AND ERRORS AT HORIZONTAL OFFSET ON
THE RECEIVING SIDE

//mm k, K, k, &/% 6/%
-50 0.0411 00423  0.0421 2.86 235
-40 0.0565  0.0563  0.0563 0.32 0.25
-30 0.0724  0.0698  0.0738 3.69 1.87
-20 0.0834 00812 0.0837 2.69 031
-10 0.0916  0.0888  0.0896 3.00 2.26
0 0.0935 00915  0.0912 2.15 251
10 0.0916  0.0889  0.0903 3.05 1.46
20 0.0834 00813  0.0828 2.62 0.73
30 0.0724 00699 00713 3.57 1.57
40 0.0565 00564  0.0556 0.12 1.58
50 0.0411 00424 00410 3.07 0.25
0.10

0.08 -

0.06 -

0.04

Coupling coefficient

Calculated value (Az = 60 mm)
—~+  Simulation value (Az = 60 mm)

0.02 O Experimental value (Az =60 mm)

-50 -40 -30 -20 -10 0 10 20 30 40 50

Horizontal offset along the x-axis / (mm)

Fig. 9. Plot of variation of horizontal offset coupling coefficient at receiver side.

have good agreement at the lateral displacement of the receiver
assembly. Combined with Table III, the variation curves of the
coupling coefficients of the calculated, simulated, and experi-
mental values with the horizontal offset of the receiver side are
established as shown in Fig. 9.
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TABLE IV
CouPLING COEFFICIENTS WHEN THE NUMBER OF TURNS OF THE
RECEIVING COIL 1S VARIED

TABLE V
CoUPLING COEFFICIENTS WHEN THE NUMBER OF TURNS OF THE RECEIVER
ColIL 18 VARIED

N, k, k, k, e/% &,/% Az/mm /s t/s Imm /s t/s N, t/s t/s
14 0.0834 0.0828 0.0842 0.72 -0.95 10 300 2.7777 =50 268  2.3827 14 209 2.2645
15 0.0865 0.0851 0.0874 1.65 -1.03 20 294 2.7737 -40 278 29921 15 230 2.2832
16 0.0885 0.0872 0.0891 1.49 -0.67 30 295 28111 -30 287 28100 16 254 23711
17 0.0912 0.0894 0.0904 2.01 0.88 40 278 2.8956 -20 284 29646 17 278  2.4647
18 0.0935 0.0915 0.0938 2.19 -0.32 50 266 2.6279 -10 266 29646 18 304 2.5044
19 0.0955 0.0936 0.0942 2.03 1.38 60 282 2.8171 0 304 27282 19 326 2.6362
20 0.0974 0.0957 0.0966 1.78 0.83 70 304 2.8262 10 258 2.8922 20 361  2.6656
21 0.0998 0.0977 0.0969 2.15 2.99 80 309 2.7725 20 286 2.6042 21 387 2.7422
22 0.1011 0.0997 0.0983 1.40 2.85 90 286  2.7689 30 271 2.6494 22 401 2.8163
23 0.1045 0.1016 0.1025 2.85 1.95 100 288 2.7952 40 282 25862 23 424 2.8940
110 281 27235 50 266 22565 24 440 29630
0.11
010 D. Comparison of Computation and Simulation Speed
rg This paper proposes an integrated computational model for
€ 009} systematically comparing the performance between Matlab
§D programs and Ansys Maxwell simulations in electromagnetic
% 0.08 - Caleulated value system .ana1y51s. The study focuses on evaluatu.lg the copphng
g worl +  Simulation value coefﬁments of bllate.ral doubh?-layer magnetically .shlelfied
O  Experimental value horizontally offset circular coil structures. Under identical
0.06 hardware conditions (excluding Maxwell’s initial modeling

13 14 15 16 17 18 19 20 21 22 23 24
Turns N,

Fig. 10. Coupling coefficient curve when the number of turns of receiver coil
changes.

Fig. 9 analysis reveals that at constant vertical height, as the
receiver moves left or right along the x-axis (with z as central
axis), the coupling coefficient decreases with increasing dis-
tance from the z-axis. This occurs because the structure’s mag-
netic flux diminishes radially outward from the center, causing
the coupling coefficient to decrease proportionally with hori-
zontal offset distance.

C. Receiver Coil Turns Change

To verify the validity of the method for turn variations, only
the receiver side coil turns were varied, keeping other parame-
ters identical to Table I. The receiver side turns (&V,) increased
from 14 to 23 in one-turn increments, with coupling coeffi-
cients recorded at S0 mm coaxial height, as shown in Table IV.
Table IV shows that when the receiver coil turns vary from 14
to 23, the simulation error of the coupling coefficient remains
no greater than 2.19% and experimental errors are not greater
than 2.80%, validating the calculation method. Based on Table
IV data, Fig. 10 plots the calculated, experimental, and simulated
coupling coefficients versus turn count varia- tions.

time), rigorous tests were conducted to ensure fair comparison.
As shown in Table V, significant differences in computational
efficiency were observed between the two approaches. The
investigation examined three key variables. vertical offset dis-
tance, horizontal offset displacement, and receiver coil turns
variation. Multiple trials were performed and average compu-
tation times were recorded to ensure statistical reliability.

Table V shows the Ansys Maxwell simulation averages
289.4 s for vertical offset, compared to 2.78 s for the Matlab
program. Horizontal offset simulations average 278.4 s (Max-
well) versus 2.75 s (Matlab). Per additional coil turn, Maxwell
requires 20.9 s versus 0.06 s of Matlab, demonstrating our
method’s substantial speed advantage.

E. Comparison of Domestic and International Calculation
Methods

The proposed boundary vector equivalence method achieves
superior performance in horizontal offset coupling coefficient
calculation, demonstrating a maximum error of 4.51%. Table
VI presents comparative results with existing methods from
literature.

The abbreviations and acronyms presented in the table are
explicitly defined and explained as follows: DTD stands for
different transmission distances, HO represents horizontal
offset, FMS denotes bounded magnetic medium, DS indicates
that the magnetic medium demonstrates bilateral symmetry
characteristics, and ERR signifies the maximum allowable
computational error percentage.
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TABLE VI
CouPLING COEFFICIENTS WHEN THE NUMBER OF TURNS OF THE RECEIVING
ColIL 18 VARIED

Literatures Methodologies DTD HO FMS DS ERR
[20] The Fourier-Bessel N voox o A /
[21] Coordinate transformation v NN x 478%
[23] Truncated zoning v VoA x 476%
[24] Space boundary vector N VoA x 3.26%
[25] Theory of magnetic circuit X VoA 813%
This work  Boundary vector equivalence VoA 451%

V. CONCLUSION

This paper addresses the coupling coefficient calculation
for horizontally offset circular coils with bilateral double-layer
bounded magnetic shielding. The model divides the coupling
region into subdomains by boundary characteristics and solves
the magnetic vector potential of each region using Maxwell’s
equations and employs a double-layer boundary vector equiva-
lence method to calculate magnetic shielding material off-
sets. Combined with spatial geometric relations, this enables
coupling coefficient calculation for horizontally offset coils.
The validity of the method is confirmed through calculated,
simulated, and experimental results. Calculation errors remain
below 3.95% versus simulations and 4.51% versus experi-
ments. These results fully validate the proposed method for
horizontal-offset bilateral double-layer shielded circular coils.
Speed comparisons demonstrate the significant computational
advantage of the method. The formulation provides crucial
theoretical support for optimizing horizontal-offset bilateral
double-layer shielded coil transmission structures. It also faci-
litates future research on coupling coefficients for multi-layer
shielded coils at arbitrary positions.

APPENDIX

Cramer’s Rule Implementation: By applying the boundary
condition relations given in (21) and (22), we obtain the system
of equations for the unknown variables:

S=U"T (37)

where U is an 18x18 boundary condition matrix, S is an 18x1
column vector of unknowns, and 7 is an 18x1 source term col-
umn vector. Take the boundary conditions of the first region as
an example:

A(r,2) | =Ay(r,2)| .=, (38)
aAl — aAz 1
0z == 0z Mz | = (39)

The boundary conditions for regions 2 to 10 are solved in
the same way. The boundary condition matrix is as follows:

U] [—Gew7
U,=[-Nse*™
U;=[Ge'™ —Ee"*

0 Ee™ —Ge™ 0 0]
0 —Ewe™ Ne™# 0 0]
0 Ge*szs _Eeﬂl.zs ()]

' 40

Uis=[0 Ee—Ge'™ 0 Ee™ —Ge™®] (40)
Ue=[0 -+ Ewe"“~Nse*" --- 0 —Ewe™"“Nse™*]
U,=[0 0 Ge's  —Eev 0 Ge™%]
Ug=[0 0 Nse'  —Ewe"" 0 —Nse™*]

S:[Cz C3 Cg C|0 D] D2 cee Dg DQ]VIV (41)
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E

where E, G, N, U, and V represent nth-order diagonal matrices,
with the explicit expressions for £, G, and N given below, and
U and V following analogously to G and N.

E= | aondonrar=sbWRE 3
G= J;]1(sir>]1(qu)rdr+ J{. Ji(sr)R (pir)rdr (44)

N=I}T J;.Il(sir).ll(q;r)rdr"' {[ J1<3ir)R1(pfr)rdr 435)
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Minimizing Power Loss of Hybrid Quadra Tied Solar
PV Arrays Using Cuckoo Search MPPT Algorithm
During Shading Scenarios

Abhinav BHATTACHARIJEE and Suresh MIKKILI

Abstract—This study assists in selecting the appropriate solar
photovoltaic (SPV) array configuration and metaheuristic maxi-
mum power point tracking (MIPPT) technique to minimise power
loss in rooftop SPV systems resulting from partial shading con-
ditions (PSCs) caused by tall adjacent buildings in urban envi-
ronments. A hybrid SPV array configuration, termed alternate —
quadra tied — cross tied (A-QT-CT), that integrates quadra tied
(QT) and total cross tied (TCT) configurations is proposed. This
configuration is designed to provide maximum power extraction
comparable to the best performing TCT configuration, while in-
corporating a reduced number of cross-links. Simulations were
conducted utilising MATLAB to evaluate the performance of these
configurations in the context of typical PSCs found in urban en-
vironments. This evaluation includes a comparative analysis with
the established TCT, series-parallel (SP), bridge linked — TCT (BL-
TCT), and SP-TCT configurations. The proposed configurations
are integrated with Perturb & Observe (P&Q), Cuckoo Search
(CS), and Particle Swarm Optimisation (PSO) MPPT techniques.
These algorithms were evaluated under PSCs using MATLAB
simulations, as well as a hardware model implemented with the
Texas Instruments TMS320F28379D microcontroller. The time re-
quired to track the MPP and the steady-state MPPT efficiency are
assessed. The combination of the CS MPPT method with A-QT-CT
and TCT configurations has been identified as the optimal solution
for minimising power loss in this application.

Index Terms—Alternate — quadra tied — cross tied, Cuckoo
Search, hybrid PV array configuration, maximum power point
tracking, partial shading, Particle Swarm Optimization, quadra
tied, total cross tied.

. INTRODUCTION

HE primary variable influencing the power output of a
solar photovoltaic (SPV) system is solar insolation (G),
measured in Watts per square meter (W/m?). This research
work aims to address the issue of changing solar insolation
and its impact on the power output from SPV systems. The
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occurrence of partial shading on the SPV array impacts
insolation levels and significantly reduces the power output
generated by the array. In many instances, partial shading can
be mitigated by carefully selecting the installation site of the
SPV array. However, in densely populated urban environments,
it is becoming progressively challenging to eliminate the
shading effect caused by adjacent tall buildings. This research
work focusses on minimising power loss in rooftop SPV
arrays, which is attributed to partial shading from adjacent tall
buildings.

The initial strategy investigated by researchers to alleviate
the negative impacts of partial shading conditions (PSCs)
involves the configuration design of the SPV array. The primary
parameter to consider when developing SPV array configurations
is the necessity for achieving the highest global maximum power
point (GMPP) across the range of potential PSCs that may be
encountered. The secondary and tertiary considerations include
the necessity for a minimal number of interconnections or cross-
links to optimise conductor material usage and reduce wiring
complexity, as well as maintaining a minimal number of local
maximum power points (LMPP) in the power-voltage (P-V)
curve when addressing PSCs. Table I presents an overview
of recent advancements in the development of SPV array
configurations. It has been observed that a majority of papers
have not addressed specific applications in the selection of PSCs.
In certain instances, generalisations have been made based on
the degree of shading on the array, while the shading pattern has
been overlooked. This represents a research gap that we aim to
address in our application.

The second approach to mitigate the adverse effects of
partial shading in recent times involves the reconfiguration of
SPV arrays. A comprehensive review of recent reconfiguration
techniques available in the literature is presented in [1] and [2].
Static reconfiguration techniques demonstrate superior power
extraction capabilities compared to conventional SPV array
configurations. However, the additional wiring requirements and
associated complexity render them impractical for large arrays.
Conversely, dynamic reconfiguration, which theoretically
maximises power extraction, is often not favoured in practical
applications due to the necessity for a significant number of
switches, along with the resulting switching and conduction
losses, as well as the costs linked to additional components.

The final component in optimising power extraction
from SPV arrays involves the implementation of maximum
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TABLE I

389

LITERATURE REVIEW OF SPV ARRAY CONFIGURATIONS

Research contribution/Outcome

Highlights/Observations/Research gaps

The TCT configuration offers the highest maximum power extraction on average
over a wide range of PSCs.

TCT is used as a benchmark for comparing the performance
of all other SPV array configurations.

6x6 Benzene configuration is proposed that has 20 cross-links compared to 25
cross-links of an equivalent sized TCT SPV array while extracting maximum
power in the same range as the latter.

Testing is done under very light shading conditions which
are different from those encountered in urban areas in the
real world.

(6]

7x7 Triple Tied array is proposed which has 33% less cross links compared to an
equivalent size TCT array. Maximum power extracted is also always lesser than TCT.

Shading conditions chosen are not suitable for urban areas.

(7]

A 9x9 triple tied-cross linked (TT-CL) SPV array is tested which offers
maximum power extraction second only to TCT.

The connection pattern of the array is not applicable for
arrays smaller than 9x9.

(8]

Comprehensive performance analysis of 6x6 basic SPV array configurations -
Series (S), Parallel (P), SP, BL, HC, TCT and hybrid configurations formed out of
these namely SP-CT, BL-CT, HC-CT, SP-TCT, BL-TCT, HC-TCT, BL-HC.

SP-TCT, BL-TCT, HC-TCT, BL-HC hybrid configurations
described here don’t have a symmetrical design. Therefore, their
performance will vary for the same kind of shade shape
depending on location of the shade on the array.

9x9 conventional and hybrid configurations based on SP, BL, and TCT are examined
under different PSCs caused by neighbouring buildings and clouds. It is shown that in
cases where the percentage of partial shading is less than 30%, the SP configuration
extracts maximum power from the array while in case of partial shading above 30%, the
TCT configuration extracts maximum power from the array.

The research work doesn’t consider the critical significance of
shadow pattern in determining maximum power extraction
from the array. Generalizing the perform ance of the confi-
guration based on percentage of shading doesn’t always work.

[10]

Mounting panels in a landscape orientation in the array can improve power
extraction compared to portrait orientation as losses due to accumulation of dirt on

Can be applied to all the SPV array configurations.

the modules is reduced.

TABLE II

LITERATURE REVIEW OF MPPT TECHNIQUES

Research contribution/Outcome

Highlights/Observations/Research gaps

(1]

MPSO-MPC method is developed where INC method is aided by PSO in searching
for the global peak. It is shown to perform better than PSO and CS algorithms.

Experimental analysis is done with only 2 series connected SPV modules.
Performance with PSCs having multiple LMPPs is not known.

[12]

A modified P&O algorithm is proposed which scans the current -voltage (I1-V)
curve of the SPV array to determine likely location of the global peak to begin
search for the GMPP. It has been implemented using a buck -boost converter and is
shown to track MPP faster than PSO, Jaya and Ajaya MPPT techniques.

Analysis done with 4x2 SPV array. Its performance with large arrays is
unknown as the algorithm requires high computational capabilities.

[13]

MPSO-HALS method is developed, where the PSO method is modified to initialize
an evenly distributed population along the P-V curve. The population is further
partitioned to choose the best half for global and local search. Adaptive step sizes are
also introduced to improve search speed while reducing oscillations in the steady
state thus combining the benefits of the P&O and PSO methods on which it is based.

The P-V curves used for experimentation are created using only 2 SPV
modules, thus performance with large arrays having multiple LMPPs is
not known.

(14]

A deep study of the PSO technique is done using pole-zero analysis for varying
value of tuning constants. Further, a technique to find the convex area of the P-V
curve is developed which aids the GMPP search.

Testing is done with P-V curves having up to 2 distinct peaks. The
performance of the algorithm with large arrays having multiple LMPPs in
close proximity is unknown as it requires high computational capabilities.

[15]

A hermite interpolation based strategy is proposed and shown to perform better than
PSO and INC methods.

The algorithm is tested under PSCs with only 3 series connected SPV
modules. The performance of the MPPT algorithm with large arrays
having multiple LMPPs is therefore unknown as the algorithm requires
high computational capabilities.

[16]

An ant colony optimization (ACO) and FL combined approach to MPPT called
AFO is presented, and its performance is compared with ACO, FL and PSO.

The P-V curves are chosen randomly to mimic PSCs. The performance
of the MPPT algorithm with large arrays having multiple LMPPs in close
proximity is unknown.

[17]

Salp swarm algorithm (SSA) based MPPT is proposed and compared with hill
climbing, butterfly optimization algorithm (BOA), grasshopper optimization
algorithm (GOA), grey wolf optimization (GWO) and PSO.

Testing is done with 4x3 SPV array in simulation and 4x1 SPV array
experimentally. The performance of the MPPT algorithm with large
arrays having multiple LMPPs in close proximity is unknown.

[18]

An algorithm that tracks MPP using mathematical equations instead of search-based
approach is developed.

The method’s performance with large arrays where determining mathema-
tical equations to represent the PV array voltage and current is complex
is not known.

[19]

A real time deterministic peak hopping MPPT algorithm is developed and tested
with complex PSCs having 5 or more peaks. Performance has been compared with
intelligent-GWO, improved team game optimization (ITGA), SSA, modified dete-
rministic Jaya (DM-JAYA) and MPSO-HALS algorithms.

The paper provides useful insight into the performance of multiple recent
MPPT algorithms under complex PSCs having multiple peaks.

[20]

Rat swarm optimization (RSO) technique incorporated with PSC detection
technique is designed to trigger RSO only when PSC is detected and MPP is
detected under uniform shading conditions (USC) analytically.

The method used for detecting MPP under USC is susceptible to change
in system parameters due to temperature variation and would need re-
calibration. The PSC detection technique can be incorporated with any
MPPT algorithm.
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power point tracking (MPPT) algorithms, which ensure that
the operating point of the SPV array aligns with the GMPP.
Conventional strategies, including Perturb & Observe (P&O),
incremental conductance (INC), and hill climbing, are straight
forward to implement and enable rapid tracking of the MPP.
However, these methods often become trapped at LMPPs.

In contrast, metaheuristic algorithms, which draw inspiration
from various natural phenomena, are capable of tracking the
GMPP under PSCs, although they exhibit slower convergence
rates compared to the aforementioned techniques. A literature
review of recent MPPT techniques proposed by researchers
to address the PSC problem is provided in Table II. Some
strategies involve hybrid methods where a combination of
metaheuristic and conventional strategies are used to leverage
the strengths of each individual strategy. It is observed that
in most of the recent research work, testing has been done by
using only a few PV modules which provide a limited scope to
test the algorithms on multiple P-V curves with a high number
of LMPPs as encountered in our chosen application. This
is another gap which we have tried to address in our testing
where the simulations and experimental tests have been both
performed using a moderately large sized 8x8 SPV array.

The MPPT algorithms chosen for analysis are the P&O, CS
and Particle Swarm Optimisation (PSO). The P&O algorithm
is the simplest and most used MPPT method. The CS algorithm
has been shown in literature to give good results for continuous
optimization problems such as MPPT under PSCs [21], [22].
The PSO is one of the oldest metaheuristic algorithms and
can be extensively modified to be adapted to a wide range
of problems. The P&O and PSO serve as a benchmark
to compare the performance of the CS algorithm. Hybrid
algorithms mentioned in literature review have been avoided as
it is intended to be able to run the algorithms reliably on a basic
microcontroller without needing large processing capability.

Thus, the work done in this paper is presented in the
following subsections: Section II features the modelling of
PSCs encountered in urban areas. The modeling of the SPV
array configurations is provided in Section III. Section IV
illustrates the P-V and I-V curves obtained when the SPV
array configurations encounter PSCs. Section V explains the
working of the metaheuristic MPPT algorithms analyzed.
Section VI has experimental tests performed to assess the
MPPT algorithms. Section VII provides concluding remarks
on the findings of the research.

II. PSCs ENCOUNTERED AND THEIR MODELLING

On observing the shadow patterns caused due to buildings
which are largely rectangular, it is evident that most of the
shadows are rectangular, triangular or in between the two in
the form of a trapezium. The shadows interchange between
these shapes as the time of the day and day of the year change.
We also notice many instances of random shaped shading
which may be caused due to some fixtures being installed on
the buildings, accumulation of dirt or debris on the modules,
and clouds. Therefore, we have modeled the PSCs based on
these cases as illustrated in Fig. 1. Three different random

HEOMONON DEOHNE

HH - T

< R <

A A <&

I R B K I I I

HE R A A

I R A

H T A
R

HERHR AT
R GGG

-

HE R R o ARG

R G TR R

=
2.
o
9

L G K I IR Ry = I R I R B B
S R R AT

aQ
—
[¢]

SEiG SR SIRGIRG S I I IR I I IR IR Iy

HI e A
7o HI I I T (i R
G IR IR IR I IR I B IR IR

I - I O T I T < <

R R S
A R T i
B pEGEGEGERGEG pEoER 3 KRG ERGEGEGEG

z

&
|0
(R e A

o
o
o
o
[
o
]
N
o
o
N
o
o
o
M

R G ARG A - -
PEGEGEGERGEGEG  pEGIGEG 3 o 3 i B
MR IR TG TR o R

I I Iy Iy KGR
REGIRGIRG  pIGERGIG
R A TR
R G R
HH R R
HEH < R
1 GGG RG G

g
5
2
19
=]
g
=3
o
15
=i
0
2
o
5
3

H 300 Wm? [ 700 W/m*> [ 1000 W/m?

Fig. 1. Modelling of PSCs encountered in urban areas.

shading cases are chosen, with ‘Random 1’ representing light
shading, ‘Random 2’ representing moderately heavy shading
and ‘Random 3’ illustrating very heavy shading with one side
being more heavily shaded than the other. The three random
shading cases are also used to simulate progressive increase in
shading on the array due to the motion of clouds using dynamic
MPPT tests discussed in Section VI. An 8x8 sized SPV array
is chosen for analysis considering the area available on the
rooftop of a moderately sized apartment or office complex.

III. SPV ARRAY CONFIGURATIONS ANALYZED

This research work proposes a hybrid 8x8 SPV array
configuration designated as alternate-quarda tied-cross tied
(A-QT-CT). The configuration comprises alternating rows
featuring Quadra tied connections, which are interspersed with
rows that include a total cross link. The performance is evaluated
in comparison to the quarda tied (QT) and total cross tied (TCT)
configurations that serve as its foundation. The most commonly
utilised series-parallel (SP) configuration has also been in-
corporated. SP configuration necessitates minimal conductor
material due to the absence of cross-links, making it the simplest
option for wiring and the most cost-effective. It experiences
significant power loss under distributed shading conditions
because there are insufficient parallel paths for current flow. The
TCT configuration features cross-links between each module in
the array, necessitating the highest amount of conductor material.
The system delivers optimal performance across a diverse array
of PSCs, demonstrating particular efficacy in scenarios involving
random pattern PSCs. This effectiveness is attributed to the
multiple current pathways it facilitates for current flow. Two
other hybrid configurations, SP-TCT and bridge linked-TCT
(BL-TCT) have also been analyzed to gauge the performance of
the A-QT-CT configuration.

Fig. 2 depicts a general 8x8 SPV array configuration with
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Ipy +

Fig. 2. Ilustration of cross-link numbers in SPV arrays.

numbers allotted to every cross-link. The cross-link numbers
which are present in each configuration along with the total
number of cross-links are provided in Table III. The output
voltage (V,,) and current (/,,) of the 8x8 SPV arrays are
given in (1) where ‘i” and ¢/’ stand for the row number and the
column number of SPV array as per Fig. 2. The power output
of the array (P,,) is given by the product of V, and /.

8 8
Viy = Zvis5 Iy = lej (D

i=1 j=1

IV. TESTING OF SPV ARRAY CONFIGURATIONS UNDER PSCs

The theoretical approach to analysing the impact of PSCs
on the P-V and I-V curves of a SPV array is notably complex
for big arrays. The analysis of a 2x2 TCT layout under PSCs
is presented in [23]. The number and positioning of LMPPs
can be ascertained through the voltage and current equations
derived. It has been noted that, even for a minimum-sized
2x2 array, the equations governing output voltage and current
are large, resulting in increased complexity for a solution.
Consequently, simulating the SPV arrays under PSCs
represents a superior method that yields precise results. The
PV module used in the array is Waaree Energies WSM-315
whose parameters are given as follows: max power (P,,) =
315 W, open circuit voltage (V) = 43V, short circuit current
(Iy) = 9.77 A, MPP voltage (V,,) = 35 V, MPP current (/,,) =
9 A. An 8x8 array made with this module produces 20.2 kW

TABLE IIT
Cross-LINK DETAILS OF SPV ARRAY CONFIGURATIONS

Configuration Cross-link number pf‘esent with Total nurflber
reference to Fig. 2 of cross-links

SP _ 0

TCT 1-49 49

SP-TCT 8-14,22-28,36-42 21

BL-TCT 2,4,6,8-14, 16, 18, 20, 22-28, 30, 3

32,34, 3642, 44, 46, 48

1-3,5-7,9-11, 13-14, 15, 17-19,
QT 21, 22-23,25-27,29-31, 33-35, 37
37-39, 41-42, 43, 45-47, 49

1-3,5-14, 16-18, 20-29, 31-33,

A-QT-CT 35-44, 46-48
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SP configuration: P-V characteristics
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Fig. 4. P-V curves and Py, for TCT array under PSCs.

of maximum power under STC. The reason for choosing this
module is that it is quite commonly used in rooftop installations
and it is to be noted that the research results obtained in this
paper are independent of the type of PV module being used.
In this section, the P-V curves obtained by simulation using
MATLAB for the SP, TCT, SP-TCT, BL-TCT, QT and A-QT-
CT configurations under every PSC and unshaded condition
are presented in Figs. 3-8 respectively. The maximum power
extracted (P,,) under each case is also marked and mentioned
in the above figures.

The analysis of P-V characteristics obtained under various
PSCs confirms the enhanced performance of the TCT
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SP-TCT configuration: P-V characteristics
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BL-TCT configuration: P-V characteristics
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QT configuration: P-V characteristics
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A-QT-CT configuration: P-V characteristics
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configuration as it has an average P, under PSCs of 13.12 kW
while the A-QT-CT is second best with 12.82 kW. The
remaining configurations in descending order of average P,
extraction are QT, BL-TCT, SP and SP-TCT with 12.25,
11.66, 11.23 and 11.13 kW, respectively. From Fig. 9
it can be observed that both TCT and A-QT-CT have the
least number of peaks in the P-V curve under PSCs. These
two configurations also have the highest fill factor and least
mismatching power loss under PSCs as observed in Figs. 10
and 11. The A-QT-CT array also has 7 less cross-links than
TCT for an 8x8 sized array which compensates for its slightly
inferior performance compared to TCT. Therefore, these two
configurations are chosen for analysis in Section VI to test the
MPPT algorithms under the same PSCs and test the real-world
power extraction capability of the combination.

V. OVERVIEW OF THE CS AND PSO MPPT TECHNIQUES
We have considered two metaheuristics based MPPT algo-
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rithms for comparison — CS and PSO, and P&O algorithm
serves as a base to evaluate them.

The algorithms are also incorporated with an adjustable
dwell time delay which can be used to adjust the speed of the
duty cycle update process based on the limitations of system
to get accurate tracking under all circumstances. This dwell
time delay is not used in the software simulations but for the
hardware tests, the duty cycle update process is made around
15 times slower than in the simulations by adjusting the dwell
time to deal with the slow response of the system. The CS and
PSO algorithms also check for change in irradiance in the array
and restart the search for GMPP whenever PPV changes by
4% or above between successive measurements. This ensures
the algorithms can track GMPP under dynamically changing
PSCs, illustrated further in Section VI. The reason for choosing
4% as a threshold is that it provides an ideal balance between
reacting to irradiance change and ensuring accurate tracking of
GMPP without oscillation.

A. Cuckoo Search (CS) MPPT Technique

The CS optimisation method was developed based on the
reproductive strategy of brood parasitism observed in cuckoo
birds, which involves depositing their eggs in the nests of
other host birds [24]. Cuckoos exhibit a strategic approach in
selecting the timing for egg-laying, ensuring that their eggs
hatch before those of the host bird. Upon hatching, cuckoos
remove a portion of the host bird’s eggs to increase the
probability of their offspring obtaining sustenance. Host birds
frequently identify and remove the eggs laid by cuckoos.

Identifying a suitable host bird’s nest is critical for the
reproductive strategy of the cuckoo. Fruit flies employ a
sequence of linear flight trajectories, interspersed with abrupt
90° turns, to navigate their environment [25]. This flight
pattern, referred to as Lévy flight is utilised by cuckoos for
the purpose of identifying suitable nests for egg-laying. When
used for MPPT, the mathematical representation of this process
indicates that new solutions, denoted as ‘d,,,’, are generated by
cuckoos, as outlined in (2) [26].

d', =d +a®Lévy(r) @)

In this, ‘d* represents the duty cycle sample, ‘% indicates the
sample number, ‘i” denotes the iteration number, ‘e’ signifies
the positive step size selected by the designer, and ‘@’ indicates
that ‘a’ is multiplied with each sample individually. A Lévy
flight is mathematically characterised as a random walk where
the step sizes are derived from the Lévy distribution, following
a power law as described in (3), with ‘/” representing the flight
length and ‘A’ denoting the variance, lying within the range
1 < 4 < 3. The process consists of numerous small steps and
occasional significant leaps, attributable to the characteristics of
the Lévy distribution. Extended jumps can significantly enhance
the search efficiency of CS in particular contexts relative to
other meta-heuristic algorithms.

Loy = y=1" 3)
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> 4%7?

Return current No

duty cycle as ‘d”

Fig. 12. Flow chart illustrating the CS MPPT algorithm.

The objective here is to optimise the fitness function,
represented by the power output of the PV array calculated
as the product of V> and ‘/,,’, through the selection of the
optimal duty cycle ‘d’ for the DC-DC converter. (2) can be
effectively applied as outlined in (4). The step size coefficient
‘a’ is set at 0.8, while ‘4’ is established at 1.5 after performing

robustness analysis as discussed in Section V1.

ko gk [l
di+1 = di taxXx |1/ﬁ
v

X (dyey = ) @

In the above equation, ‘#’ and ‘v’ are matrices having uniform
distribution given by (5). ‘s, is defined by (6) and o, = 1.
‘I denotes the gamma operator.

u=~N©, )
) )
v=N(, o))
I(1+) xsin(mr %)
©)

ag =
F(Jl"z“ yxpx2” "

The execution of the CS algorithm for MPPT, as illustrated
in Fig. 12, involves a procedure for selecting a nest that is
comparable to identifying the optimal duty cycle for power
maximisation. Four duty cycle values are initially selected
from the search space. The fitness function value is utilised to
eliminate the least effective duty cycles based on a specified
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probability, determined by the condition that random number
r € (0,1) > 0.25 in this instance. This process is similar to
the method of randomly destroying nests and eliminating
eggs, while a new duty cycle is selected using the Lévy flight
function. The procedure is performed in an iterative manner
for a total of 20 iterations until the optimal duty cycle for
maximising the SPV array power is determined.

B. PSO MPPT Technique

The PSO algorithm simulates the behaviour of a flock of
birds in pursuit of an optimal food source [27], [28].

Each bird symbolises a solution, specifically the optimal
duty cycle in this context. The location of an individual bird
within a ock is influenced by the optimal bird in its immediate
vicinity, referred to as ‘P, ’, as well as the most favourable
solution identified by the entire flock, known as ‘G, ’.When
used for MPPT, the position of a bird is replaced by duty cycle
and is updated by (7), where d/*' is the updated duty cycle
while d! is the previous duty cycle. §/*' is the perturbation (&)
in current duty cycle. 7’ denotes the order number of the bird
while ‘#” denotes the iteration number.

" =d +3" ()
The updated perturbation in duty cycle is given by (8).

5?1: w5; +c,r, (P

best

-d)+c,nG,, —d) (8

where, ‘@’ is inertia weight while ‘c’ and ‘c,” are the
individual and social coefficients, taken as 1.0 and 1.2
respectively, after performing robustness analysis as discussed
in Section VI. ‘r” and ‘r,” are random numbers between 0
and 1. The inertia weight ‘@’ is linearly decreased from 0.9
to 0.2 with every iteration ‘¢ as given in (9). ‘T" denotes the
maximum iteration number.

w = wmax - T(wmax - wmin) (9)

The flowchart of the PSO algorithm used to track MPP is
illustrated in Fig. 13.

V1. EXPERIMENTAL RESULTS

In this section, the two best performing SPV array con-
figurations from Section IV — A-QT-CT and TCT are tested
with P&O, CS and PSO MPPT methods under the six PSCs.
Initially, simulations are performed using MATLAB where
both SPV arrays are sequentially subjected to each PSC for
1 s before transitioning to the next. The parameters analyzed
are MPPT efficiency, steady state oscillations and the time
taken to achieve convergence. This is a better way to judge the
performance of the MPPT algorithms’ suitability for real world
conditions than just measuring the time taken to converge
under each PSC from a zero initial state as the results in the
latter could vary if the values chosen for the initial variables
are changed to suit every PSC. Fig. 14 provides the waveforms
for the dynamic MPPT test for the A-QT-CT configuration.
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Fig. 13. Flowchart illustrating the PSO MPPT algorithm.
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TABLE IV
AVERAGE STEADY STATE MPPT EFFICIENCY (#7) AND TIME TO TRACK
MPP (7) — A-QT-CT CONFIGURATION (SIMULATION)

TABLE V
AVERAGE STEADY STATE MPPT EFFICIENCY AND TIME TO TRACK
MPP — TCT CONFIGURATION (SIMULATION)

MPPT — P&O CS PSO MPPT — P&O CS PSO
PSC | W% T/s nl% Tls /% Tls PSC| n'% T/s nl% T/s /% Tls
Left side triangle 99.63 006  99.96 03 9995 041 Left side triangle 9936  0.07 9998 031  99.66 0.4
Lower side triangle 9292 003 9998 029 9944 028 Lowerside triangle 9152  0.03 9642 036 9993 03
Trapezium 99.04 003  99.84 012 9928 031 Trapezium 9757 003 996 015 9947 078
Random 1 9955  0.04  99.96 03 9996 035 Random 1 99.18  0.06 9998 029  99.79 0.4
Random 2 99.56 001 994 024 9997 024 Random 2 99.62 001 9999 037 9866 041
Random 3 9934 003 9997 067 9958 033 Random 3 99.62 002 9995 016 9993 085
Average 9834 0.033 9985 032 99.69 032 Average 9781 0.036 9932 027 9957 052
CS algorithm: Variation of alpha CS algorithm: Variation of abeta
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Fig. 15. Robustness analysis for the CS algorithm by varying (a) a, and (b) 5, and the PSO algorithm by varying (c) ¢, and (d) c,.

The maximum power tracked once convergence is achieved
is labelled along with the quantum of oscillations present in
the steady state. From this test, MPPT efficiency and time
taken to converge for each new PSC case is determined and
tabulated in Table IV. The same test is conducted for the TCT
configuration and the results obtained are tabulated in Table V.
It is observed that the CS algorithm performs the best in these
tests as it shows no oscillation in the operating point once
convergence is achieved while its tracking efficiency is the
highest with the A-QT-CT configuration and slightly less
than the PSO algorithm for the TCT configuration. The P&O
algorithm is by far the fastest to converge, however it does get
stuck at LMPP under one of the PSCs and shows continuous
oscillation in the operating point even on convergence and as
a result it has the least MPPT efficiency. The PSO method has
a lower MPPT efficiency than the CS method for the A-QT-

CT configuration while bettering the CS method’s efficiency
when tested with the TCT configuration. However, with the
TCT configuration, the PSO algorithm shows heavy oscillation
under Random 2 PSC. The PSO algorithm is also the slowest
overall to converge to MPP.

Fig. 15 illustrates the robustness analysis of the tuning
parameters chosen for the CS and PSO algorithms for the
given system. Robustness analysis is performed by repeating
the dynamic MPPT test with the A-QT-CT configuration
while varying the tuning parameters of the CS algorithm -
a and f, and PSO algorithm - ¢, and c,. The results for the
most optimum choice of parameters in all the cases are given
in yellow and it is observed that these parameters offer a
combination of high MPP, faster tracking and minimum steady
state oscillations. For the CS algorithm, the optimum value of
o is 0.8 and test results are provided in Fig. 15(a) for values
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CS algorithm: Variation of shading change check threshold
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Fig. 16. Effect of varying the shading change check threshold.

of a ranging from 0.6 to 1 while keeping f constant at 1.5.
Similarly, in Fig. 15(b), the test is repeated keeping o constant
at 0.8 while f values are changed from 1.0 to 1.99. = 1.5
gives the best results here and it is observed that performance
significantly degrades for values of a and S outside these
ranges. At f = 2.0, the algorithm fails to converge, hence the
selection of = 1.99 as the upper limit. Similarly, in Fig. 15(c)
and (d), the dynamic MPPT test is carried out for different
values of ¢, and c, respectively in the PSO algorithm. The
parameters chosen here are kept the same while testing with
the TCT configuration as well. This provides further validation
of the robustness of the chosen parameters under different
conditions. It is also noted that the performance of the PSO
algorithm is more sensitive to parameter changes compared to
the CS algorithm.

Another important factor is the setting of the shading change
check threshold in CS and PSO algorithms. The effect of
changing this threshold to restart the MPPT search which using
the dynamic MPPT test for the CS algorithm is illustrated in
Fig. 16, when significant shading change leading to change
in PV array power is detected. Similar results are obtained
with the PSO algorithm as well. It is observed that setting a
low threshold of 2% leads to increased oscillation and non-
convergence or slower convergence under some PSCs, as
even minor oscillations in the PV power lead to restarting of
the search process, while setting a high threshold of 5% leads
to the algorithm not restarting the search process even under
significant change in irradiation, as seen in the transition from
trapezium to random 1 PSC. Therefore, in our application, a
threshold value of 4% is chosen as it offers the best results while
3% can also be considered as the results are close.

The MPPT test is then performed using an experimental
hardware model to evaluate real-world performance. The
P-V curves generated by the SPV array configurations under
PSCs are replicated utilising the Chroma Solar PV simulator
model 62050H-600S. The MPPT algorithm is executed on the
Texas Instruments TMS320F28379D microcontroller. Fig. 17
illustrates the experimental setup.

Two factors are evaluated to assess the performance of the
MPPT algorithms. The initial metric is the MPPT efficiency
over a duration of one minute, which serves as an indicator
of the proximity of the operating point to the GMPP during

P-V and I-V <
curves under PSCs | DC-DC boost converter
‘,‘ Voltage and current : » <

sensing circuit

“hroma solar PV simulator

Microcontroller

Output voltage

Fig. 17. Experimental setup for MPPT test.

steady-state operation. The steady state oscillation around the
MPP is also taken into account in this metric. The second point
of consideration is the duration required for the algorithm to
reach the MPP. To ensure the MPPT test closely resembles
real-world conditions, the dimensions of the SPV array and
PSCs are maintained consistent with those utilised in the
simulations conducted in Section IV. The power is reduced by
a factor of 75 as a result of the hardware components’ power
limitations. The tests maintain the shape and number of peaks
in the P-V curve while solely reducing the power level, thereby
offering an accurate representation of the MPPT algorithm’s
performance in real-world conditions. These tests are
performed five times for each configuration under each PSC
to account for the randomness in the metaheuristic algorithms
and the resulting change in results on every run. The average
steady state MPPT efficiency and time taken to track MPP over
5 runs for the A-QT-CT configuration and TCT configuration
are presented in Tables VI and VII respectively. It is observed
that the MPPT efficiency of P&O algorithm is significantly
lower in the hardware tests than in the dynamic MPPT tests
in simulations. This is because the hardware tests have been
conducted for each PSC separately. Therefore, the operating
point often gets stuck at the first LMPP that it encounters as it
starts scanning the P-V curve. In the simulations, the PSCs are
sequentially applied one after the other and therefore the GMPP
is tracked more often. In certain transitions, for example, from
left side triangle to lower side triangle, where there is a greater
difference in the duty cycle at which the MPP occurs for the
PSCs, the P&O gets stuck at a LMPP after the PSC transition.
The MPPT test results for the A-QT-CT configuration under
PSCs with P&O, CS and PSO MPPT algorithms for one of
the runs are provided in Figs. 18-20 respectively. The MPPT
efficiency during a 1 min test run is displayed on the Chroma
SPV simulator interface, including the theoretical maximum
power ‘Pmp’, Voo g maximum voltage (Vmp), maximum
current (Imp), and the measured average maximum power
‘P °. Additional parameters such as instantaneous voltage

average

(V. .)- current (/_ ), and power (P ) are also visible. The time
required for the algorithm to track the MPP is quantifiable by
analysing the output voltage, current, and power waveforms
of the DC-DC converter, as displayed on a digital storage
oscilloscope (DSO).

The results obtained show the CS algorithm offers the best
MPPT efficiency — around 0.6% higher than PSO while also

being 0.8 s faster on an average to track MPP than the latter.
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Fig. 18. Experimental hardware test results for A-QT-CT configuration with P&O MPPT algorithm.
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Fig. 19. Experimental hardware test results for A-QT-CT configuration with CS MPPT algorithm.
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Fig. 20. Experimental hardware test results for A-QT-CT configuration with PSO MPPT algorithm.
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TABLE VI
AVERAGE STEADY STATE MPPT EFFICIENCY AND TIME TO TRACK
MPP — A-QT-CT CONFIGURATION (HARDWARE)

MPPT — P&O CS PSO

PSC | nl/% T/s nl% Tls n!% T/s

80.19 0.75 99.13 6.83 99.58 6.03
9846 693 9573 6.5

Left side triangle
Lower side triangle ~ 97.61  0.33

Trapezium 9828 025 9892 452 97.88 422

Random 1 7333 075 9845 6.63 99.01 9.5

Random 2 78.39 1 9893 6.72 99.04 95

Random 3 69.84 0.75 9752 504 9831 6.75

Average 8294 0.64 9856 6.11 9825 7.08
TABLE VII

AVERAGE STEADY STATE MPPT EFFICIENCY AND TIME TO TRACK
MPP — TCT CONFIGURATION (HARDWARE)

MPPT — P&O CS PSO

PSC | n/% T/s /% Tls n/% T/s
Left side triangle 7538  0.75 99.5 6.78 99.1 7.25
Lower side triangle 94.84 033 99.3 725 9407 678
Trapezium 9835 05 9862 667 9689 433
Random 1 80.8  0.67 9773 675 9939  9.67
Random 2 78.54 1 98.81 6.5 99.18 95
Random 3 7284 075 99.08 733 9892 75
Average 8345 067 9884 688 9792 751

The P&O method offers by far the quickest convergence,
which is nearly 10 times faster than the metaheuristic MPPT
techniques but fails to track MPP under 4 out of the 6 PSCs.
This coupled with the continuous oscillation in the operating
point even after convergence leads to a poor MPPT efficiency
of around 83% compared to roughly above 98% that is offered
by the CS and PSO algorithms. Between the CS and PSO
algorithms, PSO has more oscillation and a tendency to get
stuck at LMPP in cases where the GMPP is closely surrounded
by multiple LMPP, such as lower side triangle shading. The
results also prove that under very fast changing PSCs, where
the PSC has changed even before the algorithm has converged
for the previous PSC, the P&O method would track MPP more
effectively than any of the metaheuristics-based algorithms.
This remains a key disadvantage of all metaheuristic algorithms.

VII. CONCLUSION

The first focus area of the research is in the choice of suitable
SPV array configuration for reduction of power loss due to
PSCs in urban areas. In this, the A-QT-CT configuration offers
a maximum power extraction of around 2% lesser on average
than the best performing TCT configuration while having 15%
lesser cross-links. The TCT configuration thus remains the best
choice for rooftop applications, but A-QT-CT configuration
comes very close and can be a valid contender. The choice
of configuration between these two thus comes down to
cost analysis of conductor material depending on size of the

array and PSCs likely to be encountered. Amongst the MPPT
strategies, the P&O method is by far the fastest, converging
within 34 ms in the dynamic shading change simulation tests
compared to the 295 ms and 420 ms taken by CS and PSO
respectively. This is at the expense of MPPT efficiency as the
P&O offers 98% unlike the CS and PSO which both offer
99.6%. In hardware experiments, the configurations, when used
with the CS MPPT technique, offer superior performance than
with the P&O and PSO MPPT techniques, as the CS method
can track the GMPP most accurately. The CS algorithm offers
15.5% and 0.7% greater MPPT efficiency than the P&O and
PSO algorithms respectively here while also being 0.8 faster
than the PSO to converge. The P&O method is again much
faster to converge here taking just under a second. The P&O
and PSO algorithms suffer from oscillations in the operating
point during steady state which is not the case with CS. The
combination of CS MPPT method with TCT or A-QT-CT
SPV array configuration are thus very suitable for application
in rooftop SPV systems for the type of PSCs encountered in
urban areas.
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Low- and High-Speed Control Strategy for PMSM
Drive System Based on MMC

Jianfei ZHAO, Sucheng HUANG, and Yuanyuan XING

Abstract—This paper proposes a modular multilevel converter
(MMC)-based control strategy for high-power permanent magnet
synchronous motors (PMSM), covering both low- and high-speed
ranges in electric vehicle applications. Specifically, an improved
hybrid injection method based on phase voltage harmonics is
introduced. The injection waveform is optimized considering the
common-mode voltage, high-frequency circulating current, and
phase voltage to minimize capacitor voltage fluctuations. In ad-
dition, a novel quasi-proportional-resonant (quasi-PR) controller
based on an enhanced filter is developed to mitigate circulating
current issues. Experimental results demonstrate that the pro-
posed hybrid injection method effectively suppresses capacitor
voltage fluctuations, reduces bridge-arm current amplitude, and
improves system stability. Furthermore, the proposed quasi-PR
controller achieves lower circulating current and further enhanc-
es system robustness and disturbance rejection capability.

Index Terms—Circulating current suppression, modular mul-ti-
level converter, permanent magnet synchronous motor, suppression
of capacitor voltage fluctuations.

1. INTRODUCTION

IN light of the accelerated growth of the new energy sector,
there has been a notable increase in research activity within
the field of motor drive systems. The utilization of medium-
voltage and high-voltage converters for the speed control of
high-power permanent magnet synchronous motor (PMSM)
has the potential to significantly reduce energy consumption,
enhance the speed control performance and extend the opera-
tional lifespan of the motor [1]. The modular multilevel con-
verter (MMC) exhibits advantageous characteristics, including
high reliability, high-power quality and high-voltage level [2].
These attributes position the MMC as a promising candidate
for advancement in the domain of high-power motor drive
systems [3].

MMC application to PMSM control is associated with
significant capacitor voltage fluctuations during motor startup
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and low-speed operation. This fluctuation results from low load
current, which causes current imbalance across submodules
and inefficient capacitor charging. The high switching
frequency of the MMC converter can further exacerbate
the issue by introducing ripple currents, increasing voltage
variations. Minimizing these fluctuations is crucial for stable
PMSM operation, especially at low speeds. Excessive capacitor
voltage fluctuations can cause submodule overvoltage, wave-
form distortion, and system instability [4]. In 2010, ABB
proposed a method [5] and enabled the startup of the induction
motor [6], which involved injecting high-frequency common-
mode voltage at the AC output side and high-frequency current
into the three-phase circulating current. [7] proposed an
adaptive switching frequency control method for carrier phase-
shift modulation, which improves the system’s efficiency by
dynamically adjusting the switching frequency. This method
enhances the modulation strategy in the MMC, contributing
to more stable operation and reduced voltage fluctuation.
The high-frequency injection method generates common-
mode voltage by injecting high-frequency current through the
ground capacitor, causing interference between the ground
and signal lines. This increases bearing wear but effectively
reduces capacitor voltage fluctuations at low-speed PMSM
operation by balancing the current across MMC submodules
and improving energy distribution [8]. [9] proposed a flying-
capacitor MMC (FCMMC) to attain power balance between
the upper and lower bridge-arms without the injection of a
common-mode voltage. The concept of the star and delta
channel MMC was first proposed in [10] and [11] respectively.
In essence, the full bridge sub-modules were connected to
the midpoint of the three-phase bridge-arms using star/delta
connections, injecting high-frequency circulating current by
generating a regulation voltage. In addition to introducing
common-mode interference, the high-frequency circulating
current injected by the high-frequency injection also resulted
in elevated bridge-arm currents [12]. The injected common-
mode voltage waveform was modified from a sine wave to a
square-wave, thereby reducing the requisite injected current
amplitude [13]. [14] employed a delay treatment at the square-
wave mutation and replaced the square-wave with trapezoidal
waveform.

Consequently, the low frequency suppression scheme
based on the high-frequency injection method is more widely
applicable. However, for constant torque loads, further
reducing the amplitude of high-frequency circulating currents
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while suppressing capacitor voltage fluctuations remains an
area for further study.

As the motor speed increases, the capacitor voltage fluctua-
tion decreases. However, it leads to an increase in circulating
current, which becomes a more significant issue. Harmonic
components in circulating currents cause distortion of bridge-
arm currents, increasing current demand and switching losses
[15]. A novel proportional integral and resonance control was
devised to achieve the static free tracking of the fundamental
frequency components and the control of the high-frequency
harmonic components [16]. [17] integrated fuzzy control with
traditional PI control, proposing a method based on fuzzy
adaptive PI control. Furthermore, circulation suppression could
be achieved by improving the network topology, adjusting
the modulation strategy, and modelling the network state.
[18] replaced the half bridge submodule with full bridge sub-
module, allowing the MMC to operate at full power without
overmodulation. [19] suggested a method based on the use of
dead band control mechanism.

A number of other scholars have concentrated their efforts on
providing theoretical guidance for the design and optimiza-
tion of MMC circulation suppression methods. [20] presented
a method to calculate the circulating current in a synchronous
rotating coordinate system. [21] proposed an MMC small
signal modelling method based on harmonic state space
equations. In [22], a novel DC impedance model was put
forth to address the deficiencies of the extant MMC DC
impedance model, which failed to incorporate the internal
dynamic performance of the MMC. [23] put forth an optimal
second harmonic component injection strategy while ignoring
the potential loss imbalance between the submodule power
devices. However, most of the aforementioned methods neg-
lected the existence of higher-frequency components in the
circulating current such as the quadruple frequency circulating
component [24]. Therefore, there has been significant essential
to investigate strategies for suppressing circulating currents to
develop more effective suppression methods.

This paper can be summarized as follows: Section II an-
alyses MMC working principle and proposes the improved
hybrid injection method based on phase voltage harmonic.
Section III presents a novel quasi-PR control circulating cur-
rent suppression strategy based on enhanced adaptive filter.
Section IV evaluates the simulation results. Section V builds
an experimental platform to verify the effectiveness of the
proposed control strategy. Finally, the conclusion and references
are presented.

1I. IMPROVED HYBRID INJECTION LOW FREQUENCY
SUPPRESSION METHOD BASED ON PHASE VOLTAGE
HarMoONIC

A. MMC Working Principle

Fig. 1 shows the MMC PMSM circuit topology.

The MMC circuit consists of three-phase units, each
comprising N submodules and a bridge-arm inductance _ .
where U, is the DC side voltage; /, is the DC side current;

arm

Lann

- U/2

dc

Fig. 1. MMC and PMSM circuit topology structure

u, and u,, are the upper and lower bridge-arm voltages; i and
i are the upper and lower bridge-arm currents; i, is the three-
Y y
phase current.
Suppose the phase voltage can be expressed as:

dc

(]2 sin(t) )]

ug =Ug, sin(ot) =m

where U_ is the amplitude of the phase voltage; w is the
angular frequency; m is the voltage modulation ratio; and the
specific expression is:

m= YUim 2)
Ug /2

Assume that the phase current can be expressed as:
iy =1, sin(wt + @) 3)

where [ is the amplitude of the phase current and ¢ is the
power factor angle of the AC side.

There is current flowing directly through the upper and
lower bridge-arms during the operation of the MMC. The
non-fundamental frequency component of this current is
generally referred to as the circulating current - According
to Kirchhoff’s current law, the j-phase upper and lower bridge-

arm currents can be expressed as:

iy =iy, +— @)

1 cirj 2
T T leig T ®)

where i is upper bridge-arm current; L is the lower bridge-arm
current.

B. Dual-Sinusoidal Injection Method

In the double-sine injection method, the injected high-
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frequency common-mode voltage u_and high-frequency
circulating current i__are written as:

ucm = Ucm Sin(a)ht) (6)
i =1 SIN(@,1) (7)

where U_ and [ are the amplitude of high-frequency
common-mode voltage and circulating current separately; o,
is common-mode voltage angular frequency o, = 2mf,; f, is
common-mode voltage frequency.

The fundamental frequency component in bridge-arm power
P, can be expressed as:

_ Udc lsj

Piow =

[1—m’ sin® (w1 +1)] ®)

The amplitude of high-frequency circulating current needed
to be injected is:

Ui,
I =—%971—m*sin’ (ot 9
o =50 [ ()] ©)

cm

From (9), U, is in inverse proportion to /_. Since U_ is
limited by the duty cycle and U, U, must meet the following
requirements to prevent overmodulation:

U =t (10)

The range of K in (10) is 1-1.2. According to (9), when U__
takes the maximum value, /_ can be given by:

Ki; y .
Iy =—=[1—m"sin” (ot +1,;)] (11)

cm 1_

C. Design of Improved Hybrid Injection Method Based on
Phase Voltage Harmonics

High-frequency square-wave common-mode voltage and
circulating current injection can improve waveform utilization.
However, the presence of abundant harmonics necessitates
tracking both the fundamental frequency w, and its third
harmonic 3w,, thereby imposing stricter requirements on the
control bandwidth compared to the dual-sinusoidal injection
method. Moreover, when the square-wave circulating current
passes through the bridge-arm inductance, it may cause a steep
voltage spike at the current’s zero-crossing point.

To address these issues, square-wave injection is replaced
by a combined sinusoidal and third harmonic waveform. To
address these issues, square-wave injection is replaced by
a combined sinusoidal and third harmonic waveform. This
composite waveform not only approximates the square wave to
retain its high fundamental voltage utilization but also smooths
the current waveform, thereby reducing voltage spikes across

TABLE I
INTERVAL SELECTION

Usp Us Usc Interval
+ + — 1
— + — 2
— + + 3
— — + 4
+ - + 5
+ — 6

the bridge-arm inductance. The third harmonic component
adjusts the waveform shape to suppress abrupt transitions near
zero crossings, improving modulation stability and lowering
the amplitude of the required circulating current. This reduces
switching stress and enhances converter efficiency under low-
speed conditions.

The injected common-mode voltage u_ and circulating
current i are given by:

1
-U,, (O<t<=—
( 57

cm

Uegy = ' (12)
(L <t<—)
cm 2]]*1 f]‘1
i, =1 [sin(of) + %sin(?aa)ht)] (13)

In order to increase the speed of command input and to
reduce the calculation session time, the look-up table method
is used for phase voltage harmonic injection. The process is:
Firstly, three-phase sinusoidal voltage u,, u_,, and u . were
obtained by vector control. Then, select the corresponding
intervals according to positive and negative three-phase voltage
values and Table I. Finally, compare the magnitude of the same
positive and negative sign voltages to get the injected voltage
u_. Table I is the interval selection table.

Interval 1:

Ifu,| = |ugl, u=uy/2; 1 |u, | <|uyl,u =u,/2.

Interval 2:

Iflu,| = |ulu=u, /2 |u,| <|u,u=u,/2

Interval 3:

Iffugyl = luglu=u /21 |ug| <lulu=ug/2.

Interval 4:

Iyl = lu,lu=u, /21 uy| <|u,lu=uy,/2.

Interval 5:

| = u,lu=u, /21| <|u,lu=u

Interval 6:

Iffu | = |ugl,u=uy/2;Ifju | <|ugyl,u=u./2.

The three-phase voltage after harmonic injection u ', can be
written as:

/2.

sC

ulsj =ug +u, (14)

After harmonic injection, the amplitude of the phase voltage



J. ZHAO et al.: LOW- AND HIGH-SPEED CONTROL STRATEGY FOR PMSM DRIVE SYSTEM BASED ON MMC 405

is 0.87 times the amplitude of its fundamental component. The

fundamental utilization is higher than that of sine wave of the

same amplitude. Thus, the range of values for U, is further

increased:

U < (1-0.87m) Uy, (15)
o K 2

After third harmonic injection, the low frequency component
of the bridge-arm power p, can be expressed as:

Udclsj

1 [1—m?sin’ (et + ng)—
(16)

2
m .2
—sm (ot +n_.
) (ot +14)]

plow =

In addition, the amplitude of the injected high-frequency
circulating current /__is written as:

367‘1’, Udc ey
304 U,

2
m . o

—sm (ot +7_;
2 (ot +13)]

—<Y[1-m"sin (a)t+77qj)

(17)

Take the maximum of U__ in (15) and substitute it into (17).
Then, the required injection circulating current amplitude in the
phase voltage harmonic improvement hybrid injection method
can be expressed as:

Ki
. _2m — 7 [l-m’sin* (ot +77,)—
304 1-0.87m v
2 (13)

m . 5
—sin“ (ot +n.;
" (wt +113)]

Capacitor voltage fluctuation decreases as motor speed
increases. Thus, the fluctuation will be acceptable for normal
operation after the motor speed reaches a certain value. The
injection control strategy proposed in this chapter is only
applicable to the low speed condition of the motor. And
different system parameters have different speed cut-off points.
In this paper, the MMC is selected to start up with 0.5 N-m
light load. The calculation shows that when the rotational speed
is 200 rpm, the fluctuation range has been reduced to 20% of
the rated capacitor voltage. Therefore, in this paper, the speed
is divided into a low speed band of 0-200 rpm and a medium-
high speed band of 200-900 rpm.

In summary, the control diagram of the low frequency
suppression strategy proposed in this paper is shown in Fig. 2.

The system control structure consists of: 1) A classic speed-
current double closed-loop control. 2) Given high-frequency
circulating current tracking, i is obtained according to (18)
and U, is obtained through the P controller. 3) High-frequency
common-mode voltage injection. u__is accessed by (12). 4)
Phase voltage harmonics injection. u’; is acquired by (14).

Closed-loop voltage
averaging strategy

/" Speed-current double closed-loop >
control system |

Ugire
» Tow frequency N

[ suppression
Phase Uem
voltage
harmonics
injections

CPS-PWM

|
|
|
|
|
|
|
|

Fig. 2. The control diagram of the low-frequency suppression strategy proposed
in this paper.

5) Closed loop voltage averaging strategy. The u_ . of each
submodule is obtained through the P controller. 6) Carrier
phase shifted pulse width modulation (CPS-PWM). The
switching function for the MMC part is obtained.

II. ANovEL Quasi-PR CONTROL CIRCULATING

CURRENT SUPPRESSION STRATEGY BASED ON
ENHANCED ADAPTIVE FILTERS

A. MMC Circulating Current Analysis

The expression for circulating current is:
i dc
01ra - + Z I’l

iy = 1;“ + Z nl, cos{n(a) t— —) +6 } (19)

n=2

» COs(na,t+0,.)

1 2
iy = ;“ + z nl, cos[n(a) (+5)+0, }

n=2

where I and 0 are separately the peak and the initial phase
of mrculatmg current harmonics after n times; and i , i, 7,
are circulating current in three-phase circuits.

From (19), the circulating current actually consists of a
DC component /, /3 and even harmonics such as second,
fourth, and sixth component. The amplitude is inversely prop-
ortional to the frequency. The circulating current is specified
as a voltage drop across the bridge-arm inductance. Therefore,
the circulating current can be suppressed by superimposing
a suppression component of the same phase sequence on the
voltage modulating waveform of the upper and lower bridge-
arms, thereby generating a reverse inductive voltage drop U

Since the circulating current harmonics are dominated
by the second frequency component, based on the principle
of vector control, the negative sequence second frequency
rotating coordinate system can be used to transform the second
frequency circulating current into a direct current and then
suppress it by using a PI controller. Fig. 3 shows the MMC
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A Forward direction

Six times the
frequency #

Original coordinate

system
Second Direct Fourth & .———————— N
harmonic — current harmonic | Rotating coordinate I
| transformation
\ ————————

Negative Sequence
Synchronous Rotation

Coordinate System

Direct current Sixth harmonic

Fig. 3. MMC circulation spectrum diagram.

Determine the convergence factor: u
Give the initial value: W#(0)

v

Input x(»), Error e(n) j[<————

v

Calculate output

H)=W(n)x(n) -
+ n=n+1

Update error
e(ny=d(n)-y(n)
Y
Update weights
W(n+1)=W(n)+2ue(n)x(n)

Fig. 4. LMS adaptive algorithm flowchart.

circulating current spectrum, where the horizontal coordinate is
the direction and the vertical coordinate is the amplitude.

However, due to the presence of other harmonics in the
circulating current, the component obtained after the coordinate
transformation is not a complete direct current.

As shown in Fig. 3, the left side of the horizontal axis
represents the second harmonic component and the right is the
fourth harmonic, and the distance between them is the sixth
harmonic. The fourth circulating current harmonic becomes the
sixth harmonic in the negative sequence synchronous rotating
coordinate system, and the presence of the sixth harmonic leads
to poor tracking and suppression of the circulating current by
the PI controller.

B. Design of Improved Adaptive Filter

The least mean squares (LMS) algorithm is an important
method in adaptive filter design, which has the advantages of
simple principle, few parameters, easy to implement and small
computation, etc. The algorithm flowchart is shown in Fig. 4.

The adaptive filter should converge faster and exhibit

smaller steady-state error under external disturbances. A fixed
convergence coefficient involves a trade-off between speed and
stability, whereas a time-varying coefficient can dynamically
balance both through iterative adaptation. The new weight
coefficient update formula is:

W(n+1) =W () + 2u(me(mx(n) — (20)

The criterion for the variable step-size LMS algorithm is as
follows: a larger step size is used in the early stage of iteration
to achieve fast convergence, while a smaller step size is used
in the later stage to improve steady state performance when
the system reaches steady state. To overcome the convergence-
stability trade-off in conventional LMS filters, we introduce a
variable-step strategy using a sigmoid function. The function
dynamically increases the convergence rate during large-error
conditions and decreases it as the error reduces, improving
both response speed and steady-state accuracy. This approach
is novel in the context of harmonic suppression for MMC-
driven PMSM systems.

The function is transformed based on the sigmoid function
to better match the function curve to the convergence
coefficient adjustment criterion. In addition, a compensation
factor is introduced to improve the characteristics at the lower
end of the function by dynamically adjusting the convergence
coefficient of the algorithm. The resulting updating formula is:

B 1+b
1+ b(explcle(me(n— D)) + k|e(n — D)) |2V

umn)=all

where £ is the compensation coefficient, which is assumed to
be 0.01; a, b, and ¢ are the adjustment coefficients:

1) The parameter a can set an upper bound for the
convergence coefficient so the value of u ranges from (0, a].

2) The parameter b primarily affects the lower end
characteristics of the convergence coefficient variation curve.

3) The parameter ¢ primarily influences the variation
amplitude of the convergence coefficient as e(n) approaches 0.

C. Design of Circulating Current Suppressor Based on Qua-
si-PR Control

The harmonics of the MMC circulating current are mainly
composed of the direct flow and the second component, so the
expression of the circulating current is given by:

A P .
Iy = ? +w,, | cos(26) +w,, , sin(260) (22)

Adaptive filters use error feedback from an adaptive
algorithm to adjust the convergence and weighting coefficients
to better track harmonic currents. The adaptive filter output is
the circulating current harmonics:

y(n) =w, cos(260) + w, sin(20) = wx, (n) + w,x, (1) (23)
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x(n)

Fig. 5. Structure of quasi-PR controller.
The error is calculated as:
e(n) =ig; — y(n) (24)

The LMS algorithm update formula is:

{ 0+ D = )+ e )

w, (n+1) = w,(n) + 2 u(n)e(n)x, (n)

The quasi-PR controller introduces a resonant peak at a
target frequency in the stationary af frame. It eliminates the
need for coordinate transformation while providing strong
harmonic suppression for fixed-frequency circulating current
components. This approach simplifies implementation, avoids
frequency mismatch, and is novel in MMC-PMSM systems
when used in conjunction with hybrid injection. The specific
structure is shown in Fig. 5. Its transfer function is:

2k, w,s

Gopr () =ky + 7————
? P 25+ @)

(26)

where kp and k_are the proportional gain and resonant gain; e,
is the resonant frequency and w_ is the cut-off frequency.
The PR controller uses predistorted bilinear transformation:

~1
, -z

S =
tan(0.50,7,) 1+ z”'

27

Combining the z inverse transformation:

YR =k =2 e(k) + =22 ek~ 2))-
2m,a, 2

o oal

k=1 ==2y(k=2) -

a, a

where the parameters are:

a, =1+ sin(w,T)
a)O
a, =—2cos(w,T,)
. (29)
a;=1- ;Csin(a)oTs)

o

b =-b, = w, sin(w,T,)

) Sine and Cos26) 7(@ +=§ N4 (}’l)

—— Cosine Sin20)[
Function

Quasi-PR | Ucs;
controller

Fig. 6. Novel type of circulating current suppressor.
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Fig. 7. Overall block diagram of high and low speed control.

The control block diagram of the novel circulating current
suppressor based on the improved adaptive filter algorithm and
the quasi-PR control is finally obtained as shown in Fig. 6.

The process of control action can be divided into the
following three main parts:

1) First, the filter input signal is obtained using the sine-
cosine function with i - and 6 as input parameters;

2) Then, the online adjustment of the circulating current
harmonic amplitude weight coefficients is achieved by the
variable convergence coefficient LMS algorithm;

3) Finally, with the target of turning the circulating current
decreasing to 0, the u_; is obtained by the quasi-PR controller
and superimposed on the voltage modulated waveform of the
upper and lower bridge-arms.

The overall block diagram of the MMC PMSM low- and
high-speed control proposed in this paper is shown in Fig. 7.

IV. SIMULATION RESULTS

Analysis of Improved hybrid injection method based on
phase voltage harmonics

The three-phase five-level MMC PMSM simulation model
is built according to the parameters as shown in Table II.

Under a 0.5 N-m load, the motor accelerates from 0 to 150
rpm with a frequency of 10 Hz during steady-state operation,
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TABLE II
MMC PMSM SIMULATION PARAMETERS

Parameters Value
DC bus voltage(V) 200
Number of submodules per 4
Number of motor pole pairs 4
Submodule capacitor(mF) 2.2
Bridge-arm inductor(mH) 7
System control frequency(Hz) 10000
Carrier frequency(Hz) 2000
Stator resistor(m€) 8
d-axis inductor(uH) 50
g-axis inductor(pH) 86
80 . — Upper bridge arm 15
70 — Lower bridge arm 10 — Lower bridge arm
613V
60 ~ 5
sl | 3 o N SO
S0 $B0V =5 \/ 6A
30 -10
200 01 02 03 o4 o5 o o1 02 03 o4
Time(s) Time(s)
(@) (b)
80 v v — Upper bridge arm 15 " — Upper bridge arm
70 — Lower bridge arm 10 — Lower bridge arm
60 53.8V 3

Eﬁ 50<X'>< e t1 3 :

30 -10 124 A
2901 02 03 04 o5 o or 02 03 04 05
Time(s) Time(s)
© (d)
80 i . — Upper bridge arm 15 Upper bridge arm
70 — Lower bridge arm 10 — Lower bridge arm
60 53.6V ~ 5
— _53. ” 0, 0 o
I 40 46.6 V 525
30 -10
20 01 02 03 04 05 0 o1 02 .03 04 05
Time(s) Time(s)
(e) ®

Fig. 8. (a) Capacitor voltage waveform with no high-frequency injection, (b)
Bridge-arm current waveform with no high-frequency injection, (c) Capacitor
voltage waveform with dual-sinusoial injection, (d) Bridge-arm current waveform
with dual-sinusoial injection, (e) Capacitor voltage waveform with improved
hybrid injection, (f) Bridge-arm current waveform with improved hybrid injection.

and the capacitor voltage waveform for this condition are
shown in Fig. 8 shows the capacitor voltage waveform and
bridge-arm current waveform under different methods.

As shown in Figs. 8(a), (c), and (e), without low-frequency
suppression, the capacitor voltage fluctuates between 43 V and
61.3 V. After applying the dual-sinusoidal injection method, the
fluctuation range is reduced to 46.8-53.8 V, indicating a peak-
to-peak reduction of 11.3 V. The improved hybrid injection
method, which incorporates phase voltage harmonic injection,
achieves a similar level of fluctuation control, with a voltage
range of 46.6-53.6 V.

As shown in Figs. 8(b), (d), and (f), applying the dual-
sinusoidal injection method increases the peak-to-peak value
of the steady-state bridge-arm current from 6 A to 12.4 A
compared to the case without low-frequency suppression—an
increase of 106.67%. In contrast, the proposed hybrid injection
method incorporating phase voltage harmonic injection
reduces the current amplitude to 9.7 A, representing a 21.17%

TABLE I
SPECIFIC DETAILS OF DIFFERENT STRATEGY

Strate Capacitor Voltage Bridge-Arm
&y Fluctuation (V) Current Peak(A)
No high-frequency injection 18.3 6
Dual-sinusoidal injection 7.0 12.4
Improved hybrid injection 7.0 9.7
1.6
1.4
12
=1
Zos
0.6
04
0.2 : |
05 os 084 086 088 09 bs o 084 086 088 09
Time(s) Time(s)
(2) (®)

Fig. 9. Circulating current waveform. (a) CCSC, (b) Novel circulating current
suppression method proposed in this paper.
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Fig. 10. FFT analysis of circulation. (a) CCSC, (b) Novel circulating current
suppression method proposed in this paper.

reduction. The specific comparison results are summarized in
Table I11.

B. Analysis of A Novel Circulating Current Suppression Meth-
od Based on Quasi-PR Control and Adaptive Filters

The harmonic inclusion rate H of the circulating current is
defined to further analyse the harmonic situation:

H=\P+ 2+ 12412 | 1x100% (30)
where /_is the RMS value of the harmonic component of the
circulating current with frequency x Hz, and / is the magnitude
of the DC component of the circulating current.

The circulating current waveform of the negative sequence
coordinate transform based circulating current suppression
control algorithm (CCSC) and suppression algorithm proposed
in this paper are shown in Fig. 9. The circulating current FFT
results under the two algorithms are shown in Fig. 10.

Fig. 9 illustrates that, compared with CCSC, the proposed
circulating current suppression algorithm achieves an 11.3%
reduction in the second harmonic component of the circulating
current. Fig. 10 demonstrates that the harmonic content of
the circulating current decreases from 38.91% to 23.79%,
corresponding to a 15.12% reduction.
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Fig. 12. MMC physical image.

V. EXPERIMENTAL VALIDATION

In order to further verify the effectiveness of the proposed
low-frequency suppression strategy, an experimental study
was carried out on the constructed MMC PMSM experimental
prototype, using the motor-to-drag platform physically shown
in Fig. 11. The PMSM is connected to the MMC as the drive
motor, and receives torque and speed commands from the host
computer through the serial port. The servo motor and the drive
motor are connected in coaxial for simulating the load.

The physical structure of the MMC prototype is shown in Fig.
12. The DC bus voltage is supplied by an external DC power
source. The main circuit consists primarily of submodules
installed on the six bridge arms of the three-phase system,
along with the bridge-arm inductance. Each submodule adopts
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Fig. 13. Capacitor voltage waveform. (a) No high-frequency injection, (b)
Dual-sinusoidal injection, (¢) Improved hybrid injection based on phase voltage
harmonic.
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Fig. 14. Circulating current waveform. (a) Dual-sinusoidal injection, (b)
Improved hybrid injection based on phase voltage harmonic.

a half-bridge topology, and the specific device parameters are
listed in Table II.

A. Improved Hybrid Injection Method Based on Phase Voltage
Harmonics

Fig. 13 shows the upper and lower bridge-arm capacitor
voltage waveform under the motor speed of 150 rpm and
current amplitude of 3 A.

Without low-frequency suppression, the peak capacitor
voltage fluctuation reaches 14.8 V, accounting for 29.6% of
the rated capacitor voltage. With the dual-sinusoidal injection
method, the peak fluctuation is reduced to 8.7 V (17.4%
of rated voltage), corresponding to a 12.2% suppression
compared to the unsuppressed case. The proposed hybrid
injection method incorporating phase voltage harmonics
achieves a similar suppression effect, with a peak fluctuation of
8.9 V. The corresponding bridge-arm current waveforms under
both injection methods are shown in Fig. 14.

When dual-sinusoidal injection is performed, the peak value
of bridge-arm current reaches 8.808 A. When the improved
hybrid injection based on phase voltage harmonic is performed,
the peak value of bridge-arm current is reduced to 5.885 A,
which is 33.18% lower compared to dual-sinusoidal injection
method. The results indicate that the proposed hybrid injection
method significantly reduces the amplitude of the injected
circulating current.
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Fig. 17. Circulating current FFT analysis. (a) CCSC, (b) Novel circulating
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B. Novel Circulating Current Suppression Method Based on
Quasi-PR Control and Adaptive Filter

In order to verify the effectiveness of the novel circulating
current suppression method based on quasi-PR control and
adaptive filter, an experimental study was carried out on the
experimental prototype.

In the case of no circulating current suppression control, the
motor speed is set to 600 rpm and the current amplitude is 2
A. The waveform of the B-phase upper and lower bridge-arm
currents and circulating current are shown in Fig. 15(a), which
corresponds to the circulating fundamental frequency of 40 Hz.
The results of the circulating current FFT analysis are shown
in Fig. 15(b), which shows that circulating current harmonics
are mainly composed of even components such as second
harmonic and fourth harmonic.

Subsequently, the CCSC and the novel circulating current
suppression method based on quasi-PR control and adaptive
filter were applied to the above systems. Fig. 16 illustrates the
B phase circulating current waveform. Fig. 17 demonstrates the
corresponding FFT analysis of this phase circulating current.

As shown in Figs. 16 and 17, the CCSC strategy reduces
the harmonic containment rate H from 114.13% to 73.09%,
representing a 41.04% decrease compared to the case without

Strategy Harmonic containment rate A
No circulating current suppression 114.13%
Traditional circulating current o
suppression (CCSC) 73.09%

Novel circulating current suppression 59.19%

circulating current suppression. Additionally, the proportion of
the second harmonic component relative to the DC component
of the circulating current is reduced by 51.47%. Furthermore,
compared to the CCSC strategy, the proposed suppression
method reduces the harmonic containment rate from 73.09%
to0 59.19%, corresponding to a 13.90% reduction. Similarly, the
proportion of the second harmonic component in the circulating
current is further decreased by 4.05%. These results show that
the proposed method reduces total harmonic distortion without
increasing low-frequency or fourth harmonic components. This
contributes to more effective circulating current suppression
and enhanced efficiency of the drive system. The specific
comparison results are summarized in Table IV.

VI. CONCLUSION

This paper investigates the application of MMC as a
converter in electric vehicles and proposes a low-speed and
high-speed control strategy for the PMSM drive system. To
address the increased bridge-arm current caused by high-
frequency current injection under low-speed conditions,
which leads to elevated current stress on the switching
devices, an improved hybrid injection strategy based on phase
voltage harmonics is proposed. Furthermore, to overcome
the limitations of coordinate transformation in accurately
extracting the second harmonic component of the circulating
current, a novel quasi-PR suppression strategy incorporating
an adaptive filter is developed. Simulation and experimental
results indicate that, while achieving a comparable level of
capacitor voltage fluctuation suppression, the proposed method
reduces the bridge-arm current by 33.19% compared with the
dual-sinusoidal injection method, thereby effectively alleviating
current stress on the switching devices. Compared to the
conventional CCSC strategy, the proposed suppression method
reduces the proportion of the second harmonic component in
the circulating current by 4.05% and lowers the total circulating
current harmonic content H by 13.9%, resulting in improved
circulating current suppression.

Overall, the proposed strategies enhance the operational
performance and robustness of electric vehicle drive systems.
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Adaptive Gain Changer for Precise Passivity Theory
Controlled IM-DC Motor System for FEV Application

Arathy Rajeev V. K. and P. VALSALAL

Abstract—A passivity based control (PBC) technique is imple-
mented for boost converter and inverter fed to induction motor
coupled with DC motor. The boost converter has the advantage
of giving high output voltage with less switching losses due to
low operating voltage of MOSFET and low operating duty cycle.
For gain optimization a feedback loop have been designed and
implemented in this paper. It is found that feedback loop efficien-
cy contributes to dynamic error detection and thereby reducing
transient settling time of controller. The inverter provide refer-
ence speed to induction motor having motor torque and, load
torque is applied through DC motor. The exact tracking error
dynamics passive output feedback control is selected among PBC
techniques as it satisfies exponential stability criteria. The system
tracks the variation in speed and torque for few seconds and is
verified by MATLAB/Simulink as well as field programmable
gate arrays (FPGA) controller in hardware platforms.

Index Terms—Boost converter, energy shaping damping injec-
tion (ESDI), exact tracking error dynamics passive output feedback
(ETEDPOF), field programmable gate arrays (FPGA), full electric
vehicle (FEV), induction motor (IM), passivity based control (PBC).

NOMENCLATURE
V,i, ¥,  Stator voltage, current and flux linkage vectors.
i, V. Rotor current and flux linkage vectors.
R, R, L, L, Stator and rotor resistance and inductance.
M Mutual inductance between stator and rotor.
7,7, Normalised time and overall mechanical time
constant.

w,, 0, 0y Angular velocity of reference frame, rotor and
rated stator frequency.

O,N Rotor angle and positive constant related to
mass of the load and coefficient of gravity.

T Generated electromagnetic torque.

J Energy storage matrix.

R Energy dissipation matrix.

Jj Imaginary axis in s-plane.

B Friction coefficient.

L Inductance of converter.

C Capacitance of converter.
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average control input.

current input.

converter input voltage.

converter output voltage.

current input to inverter or motor current.
output voltage of boost converter.

duty cycle of boost converter.
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1. INTRODUCTION

HE environmental issues caused by greenhouse gases

have resulted in focusing more on energy conservation and
emission reduction. Conventional fuel vehicles used for trans-
portation is one of the major causes of emission as fuel vehicles
which contribute to greenhouse gas emissions. Hence electric
vehicles (EVs) are used after the development of batteries for
promoting eco-friendly vehicles. The EV and hybrid electric
vehicle (HEV) are more common in the market and people
have started using them. The major concerns of EV are high
instant power, high-power density and fast torque response [1].

The ability to operate at constant power for a wide range of
speed, high efficiency and good overload performance are the
major requirements of EV. These depend on battery capacity
utilization, size and weight of motor as well as drive. Generally,
induction motor, BLDC motor and SRM motors are widely
used for EV application. Because of ruggedness, three phase
induction motor is chosen for this study [2].

Generally, induction motor is less complicated, durable
equipment and it runs at almost constant speed when it is con-
trolled directly from main supply voltage. The dynamics of an
induction motor is nonlinear. Even though induction motor has
got many advantages, controlling of this motor, is challenging
one, because rotor fluxes and currents deviate more. A passivity
bend composite adaptive position control technique for induction
motors is explained [3]. First, it is demonstrated that an induction
motor dynamics are completely passive and a composite
adaptation method is suggested to regulate position of induction
motor. The passivity theory then officially establishes the global
stability of induction motor position control system. Both
voltage and frequency need to be changed in order to produce
adjustments in speed and torque. The following insight is
that voltage to frequency ratio ought to be relatively constant.
Furthermore, lower efficiency and higher losses of induction
motor when operating at varied speeds are main disadvantages.
The demand for efficient drive systems is met by sophisticated
controllers, which are not only altered losses and efficiency
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but also looked for best stator current values to reduce source
power consumption. The main problem is decreasing power
resources which requires development of optimal controller
design for electrical machines. Z. G. Wu deals with the problem
of asynchronous passive control for Markov jump systems [4].
A hidden Markov model describes the asynchronization phe-
nomena, which occurs between controller modes and system
modes. The investigation demonstrates that there is a chance to
reduce power consumption and increase induction motor effi-
ciency. Drive system optimization is the term used to describe
the control system, which meets all these requirements. More-
over, some optimal controllers have been developed to achieve
good speed control principles while others have been created
to increase accuracy and efficiency [S]. However, today’s focus
is on energy conservation. The energy efficiency is discussed
in passivity based control (PBC), which deals with total energy
of system. To offer precise monitoring of time-varying speed
and flux trajectories in high magnetic saturation regions, a pas-
sivity-based controller considers saturation of magnetic materi-
al in the primary flux channel of induction motor [6]-[8].

In order to create the first wireless AC motor, a wireless
shaded-pole induction motor (SPIM) skill-fully combines
wireless power transmission into a single-phase SPIM [9]. The
objective is to suggest a receiver self-driving circuit and drives
SPIM with variable voltage and frequency. As a result, the sug-
gested wireless SPIM gains the undeniable advantages of being
completely sealable and electrocution-free. The construction of
this type of induction motor is updated by Mei et al. [10]. The
six-pole double-stator, double-rotor, distributed-winding axial
flux induction motor with decreased back iron for electric cars
is built. The design element reveals that both sets of magnetic
fluxes from stator windings pass through rotor of motor with-
out affecting them. This construction eliminates axial attractive
force, and hence reducing the mechanical bearing loss. The
motor is also smaller and lighter, saving more materials overall.

The total energy of the system is algebraic sum of energy
stored in system and energy dissipated from the system. The
desired trajectory is tracked based on Euler Lagrange equation
using Hamiltonian operator [11]. The dissipation energy of
the system is adjusted using a constant damping factor. A PBC
method namely, exact tracking error dynamics passive output
feedback (ETEDPOF) is selected to control induction motor as
it tracks dynamic error which reduces the effect of transients
in the system. ETEDPOF method is a simple linear time-in-
variant controller. The system error dynamics is plotted using
Hamiltonian operator. This is stabilized by finding equilibrium
points by equating the dynamics to zero. Therefore, structural
dissipation matching condition is satisfied and hence asymp-
totically stable equilibrium points is achieved in close loop
system. ETEDPOF method is preferred controller over energy
shaping damping injection (ESDI) method since the controller
state computation is absent. The existing control techniques are
presented in Section II. The hardware controller is discussed in
Section III. Problem is stated in Section IV. Proposed system
is described in Section V. Proposed control method design
procedure is elaborated in Section VI. Induction motor is mod-

elled using ETEDPOF control, in Section VII. Modelling of
boost converter is given in Section VIII. Software results are
produced in Section IX. Comparison of proposed system with
sliding mode controller (SMC) is given in Section X. Hardware
results are in Section XI. Application and conclusion of
research work are shown in Sections XII and XIII respectively.

II. FEw EX1STING CONTROL STRATEGIES

Fault tolerant control is proposed to drive induction motor
by limiting the current and voltage to a specified value [12]. A
stator turn-to-turn defect detection method for induction motors
operated by direct torque control for electric car powertrains is
created [13]. The devised approach is based on stator currents
and applying discrete wavelet transformation technique. This
is a time-frequency domain-based technique which handles
non-stationary signals. Zero voltage switching to turn on and
zero current switching to turn off a single stage single phase
isolated AC-DC converter is discussed in [14]. This converter
is used for EV onboard charging with power decoupling. The
design and functionality of 1-DOF (degree of freedom) and
2-DOF configurations with two controllers and associated
prefilters are printed and hence the main circuit performs better
than a 1-DOF structure. J. Su, R. Rao et al. [15] describe model
predictive control algorithm for same EV application using
induction motor. Here, the weight coefficient in cost function is
adjusted for speed variations. A genetic algorithm for two sta-
tors with one rotor axial flux induction motor is discussed [16].
The machine is applied for EV and speed optimization time is
better by using this genetic algorithm technique.

Due to presence of flux, current limit in an induction motor
drive is not as straightforward as one in a permanent magnet
motor drive. The performance of existing fault-tolerant three-
phase induction motor drives has been re-examined by M.
Tousizadeh [17], has taken into account, the effects of both
inverter, and machine voltage limits as well as current limits.
The effects of machine characteristics, operating point on volt-
age limit and speed limit are separated by obtaining postfault
machine voltage equations. Only machine model is utilised
in traditional predictive torque control (PTC) for estimating
stator flux, current, and electromagnetic torque [18]. The given
control technique, in contrast to conventional PTC, provides a
nonlinear switching feedback element in prediction equation to
deal with model errors, disturbances, and fluctuation in motor
characteristics. Based on Lyapunov stability criteria, gains of
feedback terms are chosen. For the purpose of estimating speed
and rotor flux, an adaptive full order observer is employed. A
high efficiency traction motor is designed and controlled using
space vector modulation technique for achieving long driv-
ing range of EV [19]. Each open-ended phase winding in an
induction motor is powered using a single H-bridge inverter.
The common mode voltage and zero sequence voltage are an-
alysed. Flux weakening is the major drawback for EV applica-
tion. Recently, a study is made regarding improvement of flux,
which can be extended to induction motor [20]. SMC for EV is
discussed in [21]. The torque distribution coefficients are var-
ied for dual motor EV stability. Maximum torque per ampere is
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TABLE I
FEw EXISTING CONTROL STRATEGIES FOR EV USING INDUCTION MOTOR

Peak overshoot Settling
Control methodology speed/rps time/s
Fault tolerant control 65 0.61
(Reference 50 rad/s) ’
i 2500
Model predictive control (Reference speed 2500 rpm) 0.90
Sliding model No overshoot smooth transition 0.45

predictive torque control  (Reference speed 150 rad/s)

.. No overshoot smooth transition
Predictive-PI control (Reference 12000 rpm) 0.61

realised in [22]. PBC is used for DC motor speed control in [23].
The motor is driven using boost converter and load torque esti-
mation is done to eliminate speed sensors. The voltage source
converter (VSC) is a linear time invariant system. PBC is used
in [24] to derive control law for dual loop control method. The
control algorithm is proposed for permanent magnet traction
electric motor. Torque producing current and flux producing
currents govern this control method. Comparison of strategies
of EV are shown in Table I.

III. FIELD PROGRAMMABLE GATE ARRAYS (FPGA)

Application specific integrated circuit (ASIC) and FPGA
share many of the same structural building blocks. The primary
distinction between them is that FPGA has pre-set design,
whereas ASIC has fixed architectures of fundamental compo-
nents for different purposes [25]. Users of FPGAs can create
their own digital circuits or architecture by designing and
synthesising their own fields of programmable fundamental el-
ements. In this programmable area, digital circuits are divided
and operated in parallel [26]. The main advantage of FPGA is
parallelism, which enables tens or even hundreds of processes
to run simultaneously. The number of fundamental components
is the only restriction on number of parallel circuits. The clock
speed, which is ten times slower than the clock of an ASIC, is
one of the numerous shortcomings. The difference is due to the
fact that ASICs is tailored for speed and power consumption
whereas FPGAs have general-purpose parts. The FPGA have
utilised maximum clock frequency of 50 MHz and high-speed
data processing, where diverse processing methods can be par-
allelized, and hence may be thanked for hardware description
languages (HDL).

Because of their affordable volume cost and shorter time
to market than other options, FPGAs are a strong solution for
digital system implementation. Typically, FPGAs consist of the
following features that make them more reliable and market
friendly:

1) Programmable logic blocks carry out logic operations.

2) The programmable routing, that links these bit logic opera-
tions.

3) I/O blocks form off-chip connections and are coupled to
logic blocks via routing interconnect.

IV. PROBLEM STATEMENT

The control of induction motor for EV application requires
precise speed control for a wide range. The efficiency and
performance of machine are required to be good at high speeds.
The proposed controller uses less number of gain parameters,
two gain values to achieve desired trajectory. Other control
technique (SMC), require five gain parameter adjustment
for the proposed system. Non-linear control techniques and
various pulse width modulation (PWM) strategies are used
to achieve speed control but control complexity is increased.
Hence, nonlinearities are linearised in operating range and control
law is generated using ETEDPOF method. PBC is a linear
control technique which can overcome all complexities with
online gain monitoring method. One of the PBC control namely
ETEDPOF is proposed and voltage input is given from a boost
converter to increase the efficiency. The induction motor is
coupled with a DC motor as load. The controller is verified using
MATLAB/Simulink model and is further implemented using
FPGA hardware controller. The load torque is varied with
respect to varying reference speed for thorough analysis.

V. PROPOSED SYSTEM

The block diagram of proposed system is given in Fig.1.
The input is from a battery supply. If the system is connected
for charging, rectifier and filter in Fig.1, will be connected to
system. There is cascaded multiple supply input based on EV’s
mode of operation. The induction motor is triggered using an
inverter. The input of inverter is controlled using boost converter
which acts like a programmable DC supply. The LC filter is
used to reduce the harmonics of rectified AC supply. A diode
bridge rectifier is used for rectification. The gate pulses to boost
converter and inverter are given from FPGA controller. The
ETEDPOF control technique is used to drive induction motor,
which tracks the dynamic error of state variables. For gain
optimization, a feedback loop have been designed and imple-
mented in this paper. It is found that feedback loop efficiency
contributes to dynamic error detection and thereby reducing
transient settling time of controller. The DC link capacitor sta-
bilises the voltage to inverter or provides a ripple free voltage
to inverter.

FPGA is selected, as one can implement parallel tasks for
controlling action. In addition to control algorithm, FPGA must
do other functions such as two channel high sample rate data
acquisition, high-rate digital filtering on both channels, PWM
modulation, command execution, and serial communication
with computer to send voltage and current measurements. In
Fig. 1, every activity is running in parallel with high priority.
With exception of order being higher, digital filters are likewise
created as transfer functions and implemented in the same
manner as the controller. Digital filters’ transfer functions are
4th order, regardless of order of transfer function, and the cal-
culation speed is constant. Noises produced by high frequency
switching are filtered out by filters.

Data conversion, which turns the relative value of digital
data from A to D (analog to digital) converter into physical value,
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Fig. 1. Block diagram of proposed system.

is a crucial data processing step throughout the processing chain,
from collection to control. Additionally, serial computer connec-
tivity and measurement gathering are two crucial jobs. Using
measurement acquisition, output voltage and inductor current
of boost converter may be recorded. Samples of these measure-
ments are then uploaded to the computer and plotted on a graph.

The proposed system is controlled using PBC based ETED-
POF controller as explained in Fig. 2. The system comprises of
two power electronic converters, boost converter and inverter.
The capacitor voltage and inductor current of boost convert-
er are adjusted in such a way that whole system operates in
continues conduction mode. The inverter always receives a
minimum input voltage from boost converter. The induction
motor is also proposed to run in a minimum of 0.5 duty cycle
to reduce losses and improve steady state error. The variation
in speed, start and stop of vehicle are verified using DC motor
load for PBC algorithm.

The grid along with boost converter based on PBC, act
as a programmable DC supply. The analysis is done using
MATLAB/Simulink model and is implemented using FPGA
controller in hardware. In prototype model, DC motor is con-
nected to wheel of EV and controller gives pulse to induction
motor. The power circuit and control circuit are available in
controller part of the proposed system. The proposed system
circuit diagram is given in Fig. 3.

Rectifier: DC supply is generated from single phase AC supply
using a rectifier.

LC filter: DC harmonics present in rectified supply is elimi-
nated with help of LC filter. The ripples in voltage are reduced
below 3%.

Boost converter: The input is boosted to minimum voltage
or reference voltage proportional to speed of the machine.

Set
voltage

If voltage

Calculate error

reference

| Reference profile generation |

| Compare reference and carrier | l

PWM pulses | ETEDPOF controller I

PWM pulses

If speed =
reference

Calculate error

| Reference profile generation I
| Compare reference and carrier I ¢

I ETEDPOF controller I
PWM pulses
3 phase Inverter

| 3 phase induction Motor I

Fig. 2. Flowchart of proposed system.

PWM pulses

Boost converter is used by considering, there is no zero-speed
condition but only break condition. The system will run at min-
imum speed of 500 rpm always.
DC-link capacitor: The voltage is balanced and ripples are
reduced using an interlink DC capacitor between two converters.
Inverter: The DC voltage is converted to AC by an inverter.
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Fig. 3. Proposed system circuit diagram.

This AC supplies induction motor. The input is a varying DC
according to reference speed. The gate pulses are fed from the
speed observer.

IM coupled with DC motor: The wheel operation in an EV
is represented by mechanical coupling of induction motor with
DC motor and is used for driving a full EV (FEV).

V1. Exact TRACKING ERROR DyNAMICS PASSIVE OUTPUT
FEEDBACK DESIGN PROCEDURE

ETEDPOF method is used to derive control law for inverter
fed induction motor. In this method, average system model
characterizes exact dynamic model of stabilization error. The
energy management structure of error dynamics is expressed
in a generalized Hamiltonian form. So, the passive output is
related to error dynamics. By identifying this error dynamics,
a time invariant feedback controller is designed. According to
Hebertt Sira-Ramirez et al. [2], if a dissipation matching con-
dition is satisfied then equilibrium point will be semi-globally
asymptotically stable equilibrium for a closed loop system. For
control law generation, tracking of reference state trajectory
with analogous reference control input trajectory is attained by

u—ur=—yb' =—b' Me )

where

@

The variations in control variable of state system are tracked
by Jacobian matrix and the computed error is minimized using
a Hamiltonian operator which represents energy stored in the
system.

VII. MODELLING OF INDUCTION MOTOR FOR EV USING
ETEDPOF METHOD

The machine model of induction motor is given in [7].

d¥,
0 G)

I/s: Rsis+jwkps+

d¥,
i @

0 :Rrir+j(wk - a))%-‘r

where, ¥.= Lj,+ Mi,, V.= Li.+ Mi,.

dw

= X7l = —
TC |T§ lS|Z Tm dt

+ Bw + Nsind ®)

T=0Og* 1 (©6)

The above-mentioned equations are basic machine model
equations of induction motor. From these equations the carte-
sian representation model is derived for control law generation
for the proposed system.

A. Control Law Generation

The state variables are stator currents in cartesian representa-
tion i, and i,, which can be expressed as

di, 1
L=y Vame) 4]
di, _ 1
dt - N(Vq_eq) (8)

The electromotive forces in (7) and (8) can be expressed as

oL BIRZI.
&= Rigt = 1) =~ o+ 7N, ©9)

e,= Ry, + (n,0+ TL ll—q) (Nij+ Lo i (10)

Equations have to be divided into Hamiltonian model re-
presentation to determine energy parameters, i.e., we have to
separate energy dissipation and storage elements to form a state
variable depending parameter which can be controlled exter-
nally. The state space model of induction motor is decomposed
into J, R and M matrices as given below.

u=Jx+ Rx+ M3 (11)
0 —“’LT 0 R, 0 0
_ " _ 1
Where,.]_ —C[L‘)ez 0 0 ,R— 0 Z 0 N
d“ 0 0 0 0 B
ol 0 0
M= 0 L0 |y} Walu=[-V, iT]

After decomposing these matrices, the stability criterion is
verified. It is found that J is skew symmetric in nature and R is
a symmetric matrix. Now the control law is generated from (3).
The solution may be given as

Vi=y [Roi+ Vot R (i3~ 1))] (12)

The above control law has no integral or derivative terms.
Therefore, the system control law is linear in nature. The de-
sired trajectory of stator current converges to actual values. The
damping factor is tuned nearer to system equilibrium point to
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achieve desired trajectory during transient condition.

B. Reference Profile Generation

The control law in (12) is found to depend only on stator
currents of induction motor. In induction motor it is represent-
ed as ratio of corresponding stator voltage and stator resistance.
It can be represented as.

-V
=g (13)

Stator current in each phase depends on torque angle based
on (5). The flux in each phase is required to predict the position
of rotor phase and pulses should be send to inverter switches
based on rotor position.

C. Gain Optimization

The coefficients g, and g,, which are obtained, may be
tuned manually by trial-and-error method. Since the traditional
method is time consuming, it is better to go for error profile
generation of system and find system error dynamics trajecto-
ry, which is done in this paper. For any system to be stable, the
dynamics is forced to nullify. This is used to find time varying
gain coefficients of linear controller.

6=%—-%" (14

By substituting the state space equation for actual and de-
sired system, we obtain dynamic error trajectory of the system
which is as follows:

e'(t):(J—R)[ ag]e(e) }T+J{ al;gx) Tete—g (15)
where

The J matrix is independent of switching function ‘u’.
Therefore, e, can be neglected and (15) becomes

dH(e)

da0=0-R) 25| (17
where
=5 o] (18)

Substituting gain values in (18) and equating to zero, we get

gl = Rc= a)rLded (19)

&= Rs = _erqeq (20)

Gain parameters are found to depend on speed, self-induc-
tance and electromotive forces generated inside an electric
motor. The speed value is fed from speed sensor and will be

TABLE II
SPECIFICATIONS OF INDUCTION MOTOR

Parameters Values
No. of poles 4

Rated power 1000 W
Rated voltage 460 V
Rated speed 4000 rpm
Torque constant 1.2 Nm/A
Phase resistance 1.115Q
Phase inductance 5.974 mH
Moment of inertia 0.2x10° Nm/s?

varying instantaneously. Online adaptive gain is obtained by
making current dynamics of the state equation zero. This is
also similar and opposite in nature, so the supply voltage can
increase or decrease with this equation. Both running and brak-
ing of EV can be controlled using this developed controller.
The motor specifications are given in Table II.

VIII. MODELLING OF BoOST CONVERTER SYSTEM USING
ETEDPOF METHOD

The machine always runs at open loop speed and never
reaches zero speed unless it is halted. Boost converter, which
always has a minimum voltage, is chosen for this study based
on these two criteria. Since target trajectory is a linearized
model of converter system, ETEDPOF technique monitors the
error more quickly. The controller now functions as a linear
controller. The state space average model for boost converter is
shown below.

di

L=~ -uy+E Q1)

dv _ ..
Cd_t_(l —u)i—1i, (22)

The control law is generated for boost converter using ET-
EDPOF method is given as

U=U -y@iv-vi') (23)

The output voltage and reference values in control law are
derived by equating system dynamics to zero. Therefore, refer-
ence values are derived as

U= (1[i D) (24)
V=ko (25)
f‘:ﬁ (26)
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Fig. 5. Inverter input current.

The voltage reference value coming from inverter’s controller
output, v in U, calculates the voltage needed for anticipated
speed as shown in (25). Current and voltage sensors, which
are placed across passive circuit components give real values.
These are two controllers used to activate converter and invert-
er. The simulation of system is performed based on flow chart
given in Fig. 2.

IX. RESULTS AND DISCUSSION

The grid voltage is rectified by boost converter through a
LC filter to reduce harmonics injection. The converter boosts
voltage to the required level according to speed trajectory of
induction motor coupled with DC motor. The inverter switches
as per ETEDPOF control strategy which requires state variable
information from the machine. The FPGA controller updates
sensor values faster compared with all other controllers so that
the instantaneous error in the system is reduced.

The system is simulated in MATLAB for a step change
variation of speed and load toque. The desired speed trajectory
is tracked by controller in 0.2 s. Fig. 4 shows the speed
trajectory in which, box 1 indicates initial inrush current
suppression in 0.5 s. Box 2 represents variation in tracking desired
speed given as reference in 0.2 s. Box 3 represents dip in speed,
which is tracked by the controller in same time of 0.2 s. The
variation in stator current of the machine due to variation
in load torque is 2 A and is shown in Fig. 5. Effective electro-
magnetic torque generated in the machine is shown in Fig.
6, which is observed to be proportional with speed. The
input voltage pulse to the inverter is given in Fig. 7 and is
recorded as 600 V. The specifications of main system are given
in Table III.

Electromagnetic torque

7. (Nm)

Tims (s)

Fig. 6. Torque tracking response.

Three phase voltage

0.59 0.6 0.61 0.62 0.63 0.64 0.65 0.66 0.67 0.68
Tims (s)

Fig. 7. Inverter input voltage.

TABLE III
SPECIFICATIONS OF PROPOSED SYSTEM

Circuit Electric component Values
L, 31 mH
LC filter C. 65 uF
R, 100 Q
Boost converter L 96 mH
o 100 puF
ESR 0.1Q
DC link capacitor
EPR 1Q
R 100 Q

X. COMPARISON OF PROPOSED SYSTEM WITH SLIDING MODE
CONTROLLER

ETEDPOF control strategy tracks a reference trajectory
based on the speed change and provides proportional voltage
for system to run the vehicle. The load torque variation deter-
mines change in total weight applied to motor during running
of vehicle and the time it takes to track reference speed at this
condition. Both systems are simultaneously run at varying
speed and varying load torque condition. Speed is found to
settle at 3000 rpm reference in 0.2 s without initial rise. When
the gear is shifted from one to another, the speed should track a
lower reference speed which is also examined. The low speed
tracking of both controllers is given in Fig. 8.
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Fig. 8. Speed response for varying load torque.
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Fig. 9. Main circuit of hardware platform of the prototype for proposed system.

XI. HARDWARE IMPLEMENTATION OF PROPOSED SYSTEM

After software analysis and comparison with SMC, the
system is built with FPGA controller to verify its hardware per-
formance. The prototype hardware model is designed (Fig. 9)
and simulated results are verified. The main circuit of system is
understood from Fig. 9. Hardware consists of harmonic rejec-
tion circuit with inductor and capacitor circuit. Input rectifier
is connected from coupling transformer to cut reverse flow of
current. Main circuit consists of zero crossing detector for posi-
tion estimation of rotor of induction motor.

A. FPGA Spartan 6 Driver

The controller gives signals to driver circuit of boost con-
verter and inverter. The grid current and voltage are rectified
and harmonics are reduced. The sensor voltage and current
readings are recorded in DSO-X-2014A by Keysight technolo-
gies. Hardware of proposed system is built and analysed using
FPGA controller using Xilinx software. The boost converter
input is filtered using LC filter. The inverter input voltage is
aligned by DC-link capacitor. The experimental laboratory set-
up is given in Fig. 10.

B. Cruise Speed Control Performance

After ripple rejection, grid current is 1.9 A as shown in Fig. 11(a).
Speed reference fed to the system is shown in Fig. 11(b). It

Computer
. with Xilinx
. software

Rheostat load for
load torque variation

Induction motor-
DC motor coupled

Fig. 10. Laboratory setup of proposed system.
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Fig. 11. (a) Grid current, (b) Reference speed tracking of ETEDPOF controller.

is variable in nature considering difficult roads other than
highways for testing vehicle control efficiency. The desired
speed is varied two times (2 x 500 rpm) and three times (3 x
500 rpm) as shown in Fig. 11(b) for verifying the settling time
of controller which is found to be 1.2 s.
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C. Varying Load Torque Performance

In Fig. 12, speed desired value is varied from 1000 to 1500
rpm again in single step and torque is varied from 0.8,1.2 and
1.5 Nm. A ripple is found at 4.3 s where the torque is increased
to 1.5 Nm and then reduced as observed in Fig. 13. The stator
current of induction motor is maximum of 2.5 A and then re-
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Fig. 15. Three phase induction motor input voltage.
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Fig. 16. Gain optimization circuit functioning waveform.

duced when the load torque is released. The variation of stator
current when load torque is released from 1.2 Nm to 0.8 Nm is
shown in Fig. 13. The respective voltage waveform is shown
in Fig. 14. The three-phase current with phase shift is observed
in Fig. 15. The amplitude is found to be 230 V. The line-to-line
voltage of 450 V is taken across each phase and plotted using
oscilloscope. This is shown separately to view the phase shift
(60°) of each voltage appear across windings and is represented in
Fig. 15. The voltage is a square pulse almost equal to sine wave.

D. Proposed Online Gain Detector

The optimized gain according to (19) and (20) is implemented
in hardware as feedback loops and is desired to find transient
and optimum speed voltage. Fig.16 shows the controller
desired peak detection according to proposed gain optimization
circuit. It is also found from waveform that in online condition,
the gain is optimized within 0.05 s. This will increase stability
of the system.
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Fig. 17. Electric vehicle assembly.

XII. APPLICATION OF PROPOSED SYSTEM FOR EV

The settling time of speed and overshoot in voltage are less
in the proposed control strategy. So, for smooth running of ma-
chine at 1500 rpm with overshoot of 1650 rpm sustained for 0.2 s
and without vibration, this system is one of the best approaches
for EV. The proposed controller is meant for only one wheel of
EV which can be used for other three wheels for a car model
as shown in Fig.17. C,, C,, C; and C, are controllers proposed
in this work and are used for all wheels of electric car. Fig.17
represents a 3D car model, analyzed in TRICAD software to
represent the proposed controller for induction motor coupled
with DC motor model for electric car. ETEDPOF controller
(C,) for induction motor coupled with DC motor is connected
through shaft. The same controller can be used for other three
wheels for a car model.

XIII. CoNcLUSION

Passivity based control (PBC) is an energy-based estimation
technique. One of the PBC technique, ETEDPOF estimation
method is used in this work. The controller tracks the speed
within 0.2 s minimum and 1.2 s maximum at 1500 rpm of
induction motor. A car model is presented with proposed
controller for induction motor, which is coupled with DC motor.
When the speed is varied from 500 rpm to 1000 rpm as well
as 1500 rpm the delay in settling to reference trajectory is 0.2 s.
The current transfer is smooth with very less ripple of 0.2 A
and overshoot in voltage due to variation in load torque is only
10 V which is sustained for 0.2 s. In online condition, gain is
optimized within 0.05 s in hardware platform. Decision making
time for controller is less than 0.1 s and the initial overshoot is
0 V in hardware. This is due to soft starting strategy. The peak
detection of gain circuit decides the instant of trigger. The
sensor voltage and current readings are recorded in DSO-X-
2014A for settling time observation. The initial reference of
500 rpm is tracked within no delay in time. The controller
reduces torque ripple and therefore increases stability of the
system. Using Hamiltonian operator, system state space is
achieved as exponential stability. The decomposition of matrices
makes system to arrive at desired trajectory settling time of 0.2 s.

Hence it is desired to implement PBC for electric vehicles
using induction motor. Presence of speed sensor is the limitation
of this work and can be eliminated. In future, this work may be
extended by using the same ETEDPOF controller technique
for new converter topology. The same system can be modified
to sensorless using speed observers.

APPENDIX I

LIST OF ABBREVIATIONS

ASIC Application specific integrated circuit.
BLDC Brushless direct current motor.

DOF Degree of freedom.

ESDI Energy shaping damping injection.

ETEDPOF Exact tracking error dynamics passive output

feedback.
EV Electric vehicle.
FPGA Field programmable gate arrays.
FEV Full electric vehicle.
HDL Hardware description languages.
HEV Hybrid electric vehicle.
™M Induction motor.
PBC Passivity based control.
PTC Predictive torque control.
PWM Pulse width modulation.
SMC Sliding mode controller.
SPIM Shaded pole induction motor.
SRM Switched reluctance motor.
VSC Voltage source converter.

ApPPENDIX 11
STABILITY ANALYSIS OF PBC METHOD FOR PROPOSED SYSTEM

A generalized Hamiltonian form is used to explain the
energy management structure of error dynamics. Thus, error
dynamics are connected to the passive output. The design of a
time-invariant feedback controller is accomplished by recog-
nizing these error dynamics. PBC states that the equilibrium
point for a closed loop system will be a semi-globally asymp-
totically stable equilibrium if a dissipation matching condition
is met. Equation provides the state reference trajectory of a
three-phase BLDC motor supplied by an inverter:

0=0-R) )

ox’

}T thute 27)

It is possible to determine the inaccuracy in system dynam-
ics by comparing the desired and actual state spaces. For the
error in system, the Hamiltonian is given as

He) :% " Me (28)

dH(e)
de

=Me=M(x-x") (29)

Applying the above equation to proposed system and simplifying

dH(e) 5

e =) (i) L) (=) D) (@~ 0, (0)
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For finding nature of stability of origin in error space, dy-
namics of the error system in (15) is given as

H(e) _ { aH(e)

RBe

e ! (€2))]

= { dH(e)

In the above equation, R is dissipation matrix and is represented
as

9H(e)

de

dH(e)

de

R=R+ { b /W)
ou

e

Since J matrix is independent on control variable ‘u’, the
above equation reduces and value of R is obtained as, R = 0.

Here, y is positive damping factor and hence R is a positive
definite matrix. Now the Hamiltonian error matrix can be ex-
pressed as

H(e)=={(R+Y) [(iy=is Y + (= i ]+ Jn— 0,)} (33)

The equilibrium point near the origin of the error space is as-
ymptotically stable because H(e) is negative semi-definite. The
outcome is not global as the control input is limited to values
between 0 and 1.

REFERENCES

[1] W. Wang and J.-Y. Chen, “Passivity-based sliding mode position control
for induction motor drives,” in [EEE Transactions on Energy Conversion,
vol. 20, no. 2, pp. 316-321, Jun. 2005.

[2] L. U. Gokdere and M. A. Simaan, “A passivity-based method for
induction motor control,” in IEEE Transactions on Industrial Electronics,
vol. 44, no. 5, pp. 688—695, Oct. 1997.

[3] W.-J. Wang and J.-Y. Chen, “Compositive adaptive position control of
induction motors based on passivity theory,” in /EEE Transactions on
Energy Conversion, vol. 16, no. 2, pp. 180185, Jun. 2001.

[4] Z. -G. Wu, P. Shi, Z. Shu, H. Su, and R. Lu, “Passivity-based
asynchronous control for Markov jump systems,” in /EEE Transactions
on Automatic Control, vol. 62, no. 4, pp. 20202025, Apr. 2017.

[5] P.J. Nicklasson, R. Ortega, G. Espinosa-Perez, and C. G. J. Jacobi,
“Passivity-based control of a class of Blondel-Park transformable electric
machines,” in [EEE Transactions on Automatic Control, vol. 42, no. 5,
pp. 629-647, May 1997.

[6] F. Wang, G. Lin, and Y. He, “Passivity-based model predictive control of
three-level inverter-fed induction motor,” in [EEE Transactions on Power
Electronics, vol. 36, no. 2, pp. 1984-1993, Feb. 2021.

[7] C. Cecati, “Position control of the induction motor using a passivity based
controller,” in /EEE Transactions on Industry Applications, vol. 36, no. 5,
pp. 1277-1284, Sept.-Oct. 2000.

[8] C. Cecati and N. Rotondale, “Torque and speed regulation of induction
motors using the passivity theory approach,” in /EEE Transactions on
Industrial Electronics, vol. 46, no. 1, pp. 119127, Feb. 1999.

[9] H. Wang, K. T. Chau, C. H. T. Lee, L. Cao, and W. H. Lam, “Design,

analysis, and implementation of wireless shaded-pole induction motors,”

in [EEE Transactions on Industrial Electronics, vol. 68, no. 8, pp. 6493—

6503, Aug. 2021.

J. Mei, C. H. T. Lee, and J. L. Kirtley, “Design of axial flux induction

motor with reduced back iron for electric vehicles,” in IEEE Transactions

on Vehicular Technology, vol. 69, no. 1, pp. 293-301, Jan. 2020.

[11] J. Linares-Flores, J. Reger, and H. Sira-Ramirez, “Load torque estimation

and passivity-based control of a boost-converter/DC motor combination,”

in IEEFE Transactions on Control Systems Technology, vol. 18, no. 6, pp.

1398-1405, Nov. 2010.

M. Tousizadeh, H. S. Che, J. Selvaraj, N. A. Rahim, and B. -T. Ooi,

“Performance comparison of fault-tolerant three-phase induction motor

drives considering current and voltage limits,” in /EEE Transactions on

Industrial Electronics, vol. 66, no. 4, pp. 2639-2648, Apr. 2019.

H. H. Eldeeb, H. Zhao, and O. A. Mohammed, “Detection of TTF in

induction motor vector drives for EV applications via Ostu’s-based

[10]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

DDWE,” in [EEE Transactions on Transportation Electrification, vol. 7,
no. 1, pp. 114-132, Mar. 2021.

A. Tausif, H. Jung, and S. Choi, “Single-stage isolated electrolytic
capacitor-less EV onboard charger with power decoupling,” in CPSS
Transactions on Power Electronics and Applications, vol. 4, no. 1, pp.
30-39, Mar. 2019.

J. Su, R. Gao, and 1. Husain, “Model predictive control based field
weakening strategy for traction EV used induction motor,” in /EEE Trans
actions on Industry Applications, vol. 54, no. 3, pp. 2295-2305, May-Jun.
2018.

J. Mei, Y. Zuo, C. H. T. Lee, and J. L. Kirtley, “Modeling and optimizing
method for axial flux induction motor of electric vehicles,” in IEEE
Transactions on Vehicular Technology, vol. 69, no. 11, pp. 12822-12831,
Nov. 2020.

K.V, R. Rai, and B. Singh, “Sliding model-based predictive torque
control of induction motor for electric vehicle,” in IEEE Transactions on
Industry Applications, vol. 58, no. 1, pp. 742-752, Jan.-Feb. 2022.

M. J. Akhtar and R. K. Behera, “Space vector modulation for distributed
inverter-fed induction motor drive for electric vehicle application,” in
IEEE Journal of Emerging and Selected Topics in Power Electronics, vol.
9, no. 1, pp. 379-389, Feb. 2021.

A. Credo, M. Villani, G. Fabri, and M. Popescu, “Adoption of the
synchronous reluctance motor in electric vehicles: A focus on the
flux weakening capability,” in JEEE Transactions on Transportation
Electrification, vol. 9, no. 1, pp. 805-818, Mar. 2023.

D. Diallo, M. E. H. Benbouzid, and A. Makouf, “A fault-tolerant control
architecture for induction motor drives in automotive applications,” in
IEEE Transactions on Vehicular Technology, vol. 53, no. 6, pp. 1847—
1855, Nov. 2004.

N. T. Dung, B. -H. Nguyen, L. H. Tran, C. D. Manh, and T. Vo-Duy,
“Sliding-mode-based driving torque distribution for dynamic control of
dual-motor electric vehicles,” in Proceedings of 2025 IEEE International
Conference on Mechatronics (ICM), Wollongong, Australia, 2025, pp.
1-6.

A. G. Garganeev, A. Ibrahim, and D. 1. Ulyanov, “Modified algorithm
for controlling the traction electric motor of a electric vehicle,” in
Proceedings of 2025 IEEE 26th International Conference of Young
Professionals in Electron Devices and Materials (EDM), Altai, Russian
Federation, 2025, pp. 1260-1263.

Jests Linares-Flores, Johann Reger, and Hebertt Sira-Ramirez, “Load
torque estimation and passivity-based control of a boost converter/
DC-motor combination,” in /EEE Transactions on Control Systems
Technology, vol. 18, no. 6, pp. 1398-1405, Nov. 2010.

Y. Liao, X. Wang, and F. Blaabjerg, ‘Passivity-based analysis and design
of linear voltage controllers for voltage-source converters,” in [EEE Open
Journal of the Industrial Electronics Society, vol. 1, pp. 114-126, 2020.
D. G. Dorrell, A. M. Knight, L. Evans, and M. Popescu, “Analysis and
design techniques applied to hybrid vehicle drive machines—Assessment
of alternative IPM and induction motor topologies,” in [EEE Transactions
on Industrial Electronics, vol. 59, no. 10, pp. 3690-3699, Oct. 2012.

Z. Wang, T. W. Ching, S. Huang, H. Wang, and T. Xu, “Challenges faced
by electric vehicle motors and their solutions,” in JEEE Access, vol. 9, pp.
5228-5249, 2021.

Arathy Rajeev V. K. was born on July 27, 1991. She
has received B.Tech. degree in Electrical and Electronics
Engineering from Mahatma Gandhi University, Kerala,
India in 2013, M.E degree in power electronics and
drives from Anna University, Chennai, India in 2015
and currently pursuing Ph.D. at Anna University, Chen-
nai, India. Her areas of interest include energy storage,
analysis and control of electrical drives, EV.

P. Valsalal has received BE, ME and Ph.D. degrees in
the year 1990,1993 and 2006 respectively. Currently
she is working as Professor at College of Engineering,
Guindy, Anna University. Her research area is in the
field of electrical engineering. She has got around 50
research publications at her credit.



CPSS TRANSACTIONS ON POWER ELECTRONICS AND APPLICATIONS, VOL. 10, NO. 4, DECEMBER 2025 423

A No-Reconstruction Fault-Tolerant Control Method
for Open-Switch Faults in Standard IM Drives

Lei WANG, Yingying SHE, Yujin SONG, Weikang WANG, and Zhixi WU

Abstract—The power switch faults in standard two-level three-
phase inverter-fed motor drives cause severe speed oscillation,
and decline the system stability. The fault-tolerant methods which
require topology reconstruction have the disadvantages of ad-
ditional cost and unreliability. It is of great significance to study
the no-reconstruction fault-tolerant (NFT) method, which only
changes the control algorithm. In this paper, a novel NFT meth-
od is proposed for induction motor (IM) drive, which consists
of the two-mode control algorithm and the algorithm transition
strategy. In the healthy mode, conventional model predictive
flux control (MPFC) is adopted; in the tolerant mode, a novel
MPFC algorithm is proposed to eliminate the effect of the fault
power switch by setting the reference fault phase current as zero.
The two modes alternate in each current cycle. An algorithm
transition strategy is proposed for the smooth transition of two
modes, which has the ability to revert to healthy operation even if
misdiagnoses occur. The proposed NFT method can significantly
reduce the speed oscillation after the fault occurs, and experiment
results verify its effectiveness.

Index Terms—Algorithm transition strategy, no-reconstruction
fault-tolerant method, standard induction motor drive, two-mode
model predictive flux control algorithm.

1. INTRODUCTION

'WO-LEVEL three-phase inverter-fed motor drives are
most widely used in many industrial occasions due to their
simple structure and low cost. However, the reliability of the
two-level three-phase inverter is not enough because of the
topology limitation. The inverter faults, which can be divided
into short-switch and open-switch faults, account for a large
percentage of motor drive faults [1]. The short-switch faults are
usually converted to open-switch faults by hardware protection
[2]. The open-switch faults cause the loss of inverter voltage
vector, leading to severe speed oscillation or even the motor
drive shutdown.
With the increasing demand for high reliability, the research
on inverter fault tolerance is of great significance. Researchers
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have proposed some more complex topologies to improve
the inverter fault-tolerant ability, such as four-leg inverter [3],
[4], dual inverter [5], [6], and multilevel inverter [7], [8]. This
scheme aims to increase the number of voltage vectors so that
the motor drive can still operate after missing part of the volt-
age vector, called the passive fault tolerance (PFT). However,
the cost of these topologies is greatly higher than standard
motor drives. In recent years, the fault-tolerant methods of the
standard motor drive have attracted more and more attention,
whose idea is to adjust inverter topology and control algorithm
after the fault diagnosis, called the active fault tolerance (AFT).
Fault diagnosis can detect and locate the fault switch, whose
scheme generally includes data processing, feature extraction,
and fault classification [9], [10]. It is the precondition of AFT.

The most simple AFT method is to add redundant legs or
inverters. After fault diagnosis, the fault leg or inverter is re-
placed by a redundant one. Further, switch-reduced fault-toler-
ant methods have been proposed to avoid the cost of redundant
legs or inverters, such as four-switch inverter [11]-[13], four-
switch four leg inverter [14], mono-inverter dual motor drive
[15]-[17], four-leg inverter dual motor drive [18], [19], and
five-leg inverter dual motor drive [20], [21]. After fault diagno-
sis, the fault leg is isolated, and the inverter topology turns to
the suitable tolerant topologies by certain switches. Generally,
the motor phase terminal or the neutral point is reconnected to
the capacitor mid-point or healthy leg. Although the AFT can
save high costs compared to PFT, it still has many disadvantag-
es: it needs lots of redundant switches to realize the topology
reconstruction; the other healthy power switch in the isolated
leg is wasted; designing suitable fault-tolerant topologies and
control methods for different fault situations is also a big chal-
lenge.

Hence, realizing the fault tolerance of standard motor drives
without topology reconstruction is of great meaning, called the
no-reconstruction fault tolerance (NFT). The NFT method only
changes the control algorithm after fault diagnosis at no extra
cost. Researchers have realized NFT for open-phase faults
of PMSM drive based on finite control set model predictive
control [22], [23]. A fault-tolerant current control method has
been proposed for open-switch faults of permanent-magnet
generator system [24]. However, these methods ignore the
healthy power switch in the fault leg, causing big torque loss.
To fully utilize the remaining healthy power switches in stan-
dard PMSM drive, research in [25] has proposed a current
optimization-based NFT method for open-switch and open-
phase faults, and research in [26] has proposed a field-oriented
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Fig. 1. The circuit diagram of standard IM drive.

control-based NFT method to improve the current tracking and
algorithm transition for open-switch faults. In these methods,
the five healthy power switches are all used in fault tolerance.
Thus, the system can work in the healthy state for half of each
current cycle and in the tolerant state for the other half, obtain-
ing a better control performance. However, both researches di-
rectly control the currents in the two-phase rotating coordinate
system. It means that electrical angle estimation is unavoidable,
whose accuracy can affect the reference tracking and the con-
trol algorithm transition. Besides, the fault type is considered
known, meaning additional fault diagnosis is required in practice.

In this paper, a model predictive flux control (MPFC)-based
NFT method for standard induction motor (IM) drive is pro-
posed, where the five healthy power switches are all used in
fault tolerance. The contributions can be listed as follows:

1. The proposed two-mode control algorithm directly con-
trols the stator flux vector in the static coordinate system,
avoiding the requirement of static-to-rotating coordinate trans-
formation and electrical angle estimation. It is general for any
switch faults.

2. The proposed algorithm transition strategy can realize not
only the fast fault diagnosis but also the smooth control algo-
rithm transition. Especially, it has the ability to revert to healthy
operation even if misdiagnoses occur.

This paper is organized as follows. The proposed two-mode
control algorithm is presented in Section II, and the algorithm
transition strategy is discussed in Section III. Then, Section IV
shows the experiment results, and Section V gives the conclusion.

II. PROPOSED TWO-MODE CONTROL ALGORITHM

The topology of the standard IM drive is shown in Fig. 1.
C is the DC bus capacitor. a, b, ¢ are three inverter legs. o is
the capacitor mid-point. n is the motor neutral point. i,, 7, i,
are phase currents. T, (x =1 — 6) are six power switches. Each
inverter leg has two switching states S, (x = a, b, ¢), where ‘1’
means upper switch on, and ‘0’ means lower switch on.

A. IM Model

The model of IM in the static coordinate system can be ex-
pressed as

x=Ax+ By, )

-MR.L. +R.L)+jo., AR, -jLw,)
-R. 0 ’

where A = A=1/

healthy

®

(@) (b

Fig. 2. The current circuits of inverter leg a. (a) S,= 1,7,>0, (b) S,= 1, 4,<0, (c)
S.=0,i,>0, (d)S,=0,i,<0.
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(LL-L:),x=T[i, o]  B=[AL, 1]\, i, ¢, and v, are stator
current, stator flux, and voltage vectors, respectively. L., L,
and L, are mutual, stator, and rotor inductance, R, and R, are
stator and rotor resistance, @, is electrical rotor speed.

The output torque 7, can be calculated as

T=15n/L, (9. @ p) @

where 7, is the number of pole pairs, ® means cross-product
operation, ¢, is the rotor flux vector.

Fig. 3. The control diagram of proposed NFT method.

B. Control Basic

Inverter leg a as an example, the current circuits under dif-
ferent switching states are shown in Fig. 2. It shows that the T,
fault doesn’t affect the control of IM drive when i, is negative,
and the T, fault doesn’t affect the control of IM drive when i,
is positive. Thus, after a power switch fault occurs, the current
cycle of the fault leg can be divided into two parts: healthy and
fault parts. In the fault part, the control algorithm must be ad-
justed for fault tolerance.

The control diagram of the proposed NFT method is shown
in Fig. 3. First, the reference torque is obtained by Propor-
tional-Integral (PI) regulator. Then, the inverter voltage vector
is directly calculated by the proposed two-mode control al-
gorithm, which consists of the control algorithms in healthy
and tolerant modes. Here, the stator flux vector is used for the
smooth algorithm transition. Last, the control signals of power
switches are generated by space vector pulse width modulation
(SVM).
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C. Control Algorithm of Healthy Mode

The predictive model of (1) can be derived by Euler-forward
method as

x=(1+AT)x'+ BT, )

where T} is sampling period. The superscript £ means the value
at the step £.

According to (2), the output torque at step &+1 can be pre-
dicted as

T =15nL, (0, ®@¢.") “4)
Substituting 75" and ¢*"' by their reference values, the pre-
dictive model of (2) can be expressed by

T.=15n,L, (9, ®@9,) (5)
The rotor flux at step k+1 can be predicted by

Rer . Rr M
L. lf_( L. _Jwr)(ol:) (6)

ket _

o' =i+ T.(

Taking "' as known, the reference stator flux can be calcu-
lated by (5)

0.= 0 exp(iLe), Lo, = Lo +0"

" . T
ek 1_ arcsin 1.5n,,)\Lm|(ﬂff” |(p; (7)

where ¢ is the reference value of stator flux amplitude, 8" is
the angle difference of ¢, and ¢!

According to (3), the stator flux at step k+1 can be predicted
as

9. = (- Ri)T.+ g, ®)

Substituting @™ and v, by their reference values, the refer-
ence voltage vector can be calculated as
ok
=t PRl ©

S

D. Control Algorithm of Tolerant Mode

When IM operates in the fault part, the current circuit is
changed as Fig. 2 shows. It makes the actual and reference
inverter vectors different. Since the fault leg current in the fault
part can be approximated to zero, T, and | ¢, | can’t be constant
simultaneously.

Hence, in the proposed algorithm, the | ¢, | is no longer
controlled constantly. Instead, the reference fault leg current is
set to zero under tolerant mode to eliminate the effect of fault
switch.

According to (3), the relationship between X" and ¢
be rewrote as

ft1
s

can

T

o+l _ L ok s .
! _(1 * Ty L+ (T, + 75)R,

S

([ k, . ok — gk )
 _Jw.k, |+ T s k
( ( Gy ekt v B Rt | 10)
where k=L /L, R,= R+ k'R, t,= 1/(ALR,), .= L/R.

Substituting i and ¢ by their reference values in (10),
the components of ¢, in the two-phase static coordinate system
can be calculated as
P i) M
e emn Y]
where M = ¢ls(aRc(Ts + ,[0)2/ Toi](;_ (kr / T fa+ wrkr(o];ﬂ+ Rsi];)Tss N=
(oi"ﬁ - R(T.+ 16)2/rci;§ - (k,/r,qofﬂ— ket RJ;)TS. The subscripts
a, f mean the components of variables in the two-phase static
coordinate system.

The components of ¢ in the three-phase static coordinate
system can be represented as

1 0
9. i1 1 /3 "
o\ =(Tr )R L[+ "2 2 [ 0] (12)
* LR N
P idl 1 /3
2 2

where the subscripts a, b, ¢ mean the components of variables
in the three-phase static coordinate system.

Once the reference fault leg current is set to zero, the corre-
sponding component of @, can be obtained. For example, if i,
is set zero, p.,can be calculated by (12). Substituting ¢, into (5),
the other components of ¢, can be finally obtained. The cases
of leg b and c are similar.

Then, the reference stator flux in the two-phase static coordi-
nate system can be calculated as
P
T./(1.5n,AL, ) + @ 0

(01;;1 ,Lfl,(,:()

y * k+1 _ *
0l V3 T/ (9" 1.5n,\L,) 29, i =0
T 1-V/3 ol /gt 13
Dsp . . (13)
(¢su +2¢sh) V 3
V3 T:/(qof;‘l.Snl,?\Lm)+2¢f(,
V'3 gl /gl
- (¢jm +2¢:b) / \V4 3

Substituting (13) into (9), the reference voltage vector under
tolerant mode can be obtained.

il =0

E. Phase Current Protection

According to the above analysis, the control logic of the
proposed algorithm is to maintain the phase current of the
fault leg as zero by controlling the corresponding phase com-
ponent of @, in the three-phase static coordinate system. And
the reference torque is generated by the other healthy phases.
However, when the denominator in (13) is near zero, the cal-
culated healthy phase components of ¢, will be too large. As
(10) shows, the healthy phase currents will also come to a high
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Fig. 4. The adjusted reference voltage vector for phase current protection.
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Fig. 5. The flow chart of control algorithm transition strategy.

value.

In actual application, the current protection must be consid-
ered. Meanwhile, the phase current of the fault leg should still
be controlled to zero. Hence, when the phase current of the
healthy leg is over the current limit, the fault phase component
of v, remains unchanged, and the healthy phase components
of v, are set to zero. The adjusted reference voltage vector
is shown in Fig. 4. In Fig. 4, v:(a), v:(b), and v:(c) represent the
reference voltage vector. v:(a), v:(b), or v;c) is set to 0 under the
fault conditions of inverter leg a, b, and c fault, respectively.

III. CONTROL ALGORITHM TRANSITION

Since the control algorithms under healthy and tolerant
modes execute alternately in each current cycle, the smooth
transition of control algorithms is one key point of the NFT.

In this paper, a control algorithm transition strategy is de-
signed, which consists of the transition from healthy to tolerant
mode and the transition from tolerant to healthy mode. Unlike

TABLE I
THE FAauLT D1aGNosis Lookup TABLE

F, F, ' F. it
<-T >T >T, 1 =0
>T <-T <-T 1 =0
>T <-T >T 1 =0
<, >, <, ! i,=0
>T >T <-T, 1 ii=0
<-T <-T >T 1 =0

the existing NFT methods, the fault switch is no longer seen as
known. A MPFC-based fault diagnosis algorithm in our previ-
ous work [27] is used to realize the algorithm transition from
healthy to tolerant mode for any switch fault. The deviation of
the estimated stator flux amplitude and its reference value is
used for the algorithm transition from tolerant to healthy mode.
The flow chart is shown in Fig. 5, where F; means the fault flag
(‘0" is healthy and “1” is faulty), and i, means the reference val-
ue of fault phase current.
The fault diagnosis signals can be obtained by [27] as

F ot —
E) = ¢ﬁ) - ¢:Vk_l (14)
Floolot -

where F,, Fy, and F, are three phase fault diagnosis signals.
Then, F; and i, can be obtained by the fault diagnosis lookup
table shown in Table I, where 7, is the fault diagnosis threshold
value.

Since the above fault diagnosis is based on the error between
the calculated ¢, and the actual ¢, the fault diagnosis will be
disabled when the control algorithm of tolerant mode executes.
It is because the error is slight under this algorithm. Hence, if
no additional transition is used, the control algorithm of toler-
ant mode will always execute in the current cycle, wasting the
healthy power switch.

Considering that the stator flux amplitude is constant in the
control algorithm of healthy mode and variational in the tol-
erant mode, the transition can be smooth when they reach the
same value. The judge of transition from tolerant to healthy
mode can be expressed as

Ff:091f||¢:|_(0:1|<Tz (15)

Based on the combination of two transitions, even if there is
a mistake in one transition, it can be corrected by another. This
transition strategy has the ability to revert to healthy operation
even if misdiagnoses occur. For example, when F; is generated
as ‘17, the control algorithm of tolerant mode is executed. After
half the current cycle, it will automatically turn into the healthy
mode with F;as ‘0. This process is repeated during each cur-
rent cycle, which can greatly increase the reliability of the con-
trol algorithm transition.
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Fig. 6. The experimental platform.

TABLE II
PARAMETERS OF EXPERIMENTAL PLATFORM

Parameter Value Parameter Value
DC-link voltage 400V Rotor inductance 330.03 mH
DC-link capacitor 2040 pF Mutual inductance 319.7 mH
Sampling frequency 10 kHz Rated power 22 kW
Dead time 2.5us Rated speed 1430 r/min
Stator resistance 2.804 Q Rated current 49A
Rotor resistance 2178 Q Pole pairs 2
Stator inductance 330.03 mH Rated Torque 10 Nm

1V. EXPERIMENTS

The experimental platform consists of a Speedgoat control-
ler, one three-phase inverter (using IGBT PM25RSB120) with
its power supply, sampling and control boards, and IM with
magnetic powder brake, as Fig. 6 shows. The parameters of the
experimental platform are presented in Table II.

Since the fault tolerance performances of six power switch-
es are similar, T, fault is selected as the example to verify the
effectiveness of the proposed method. The open-switch fault is
simulated by putting the corresponding control signal as open.
Fig. 7 presents the ability of anti-misdiagnosis of proposed
NFT method. A misdiagnosis signal of T, is set at 0.19 s. It
shows that even if misdiagnoses occur, the IM can automati-
cally revert to the healthy operation state.

Fig. 8 presents the comparison of steady-state performance
under the reference speed of 500 rpm and the load of 3 Nm.
Here, the fault diagnosis threshold value 7, is set as a suitable
value of 0.02. This value was determined through extensive
experimental tests under various operating conditions (differ-
ent speeds and loads) to ensure it was always greater than the

10 | .

misdiagnosis of T; recover to healthy state

0.5 B

0.0 L
0.0 0.2 0.4

time(s)
Fig. 7. The ability of anti-misdiagnosis of proposed NFT method.

maximum observed steady-state flux tracking error in healthy
operation, thus preventing false alarms, while remaining small
enough to enable rapid fault detection. The current limit value
is set as 15 A to ensure safe operation. The reference value of
stator flux amplitude is set as 0.6. The fault flag F; shows the
execution time of the control algorithms of healthy and tolerant
modes. The speed oscillation is nearly 90 rpm (18% of refer-
ence speed) in Fig. 8(a). And the speed oscillation is nearly 40
rpm (8% of reference speed) in Fig. 8(b), which is nearly half
of Fig. 8(a).

Fig. 9 presents the comparison of steady-state performance
under the reference speed of 300 rpm and the load of 3 Nm.
The speed oscillation is nearly 160 rpm (53.3% of reference
speed) in Fig. 9(a). And the speed oscillation is reduced to
nearly 25 rpm (8% of reference speed) in Fig. 9(b), which is
much smoother than the former. It shows that when the ref-
erence speed is lower, the improvement of the proposed NFT
method over fault operation is more significant.

Fig. 10 presents the comparison of steady-state performance
under the reference speed of 500 rpm and the load of 7 Nm.
The speed oscillation is nearly 220 rpm (44% of reference
speed) in Fig. 10(a). And the speed oscillation is reduced to
nearly 100 rpm (20% of reference speed) in Fig. 10(b). Com-
pared to Fig. 8, the speed oscillations are increased because of
the bigger load. The speed oscillation of proposed NFT method
is still less than half of the case without tolerance.

Fig. 11 presents the speed-change performance under the
reference speed of 300 to 500 rpm and the load of 3 Nm. Fig.
12 presents the load-change performance under the reference
speed of 500 rpm and load of 3 to 7 Nm. It can be seen that the
proposed NFT method is still effective during the dynamic pro-
cess. Its response time is similar to the case without tolerance,
and the dynamic response curve is much smoother.
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Fig. 8. The current, speed, torque, stator flux, and fault flag comparison of steady-state performance under the reference speed of 500 rpm and the load of 3 Nm: (a)

without tolerance, (b) with proposed NFT method.

15 F ' 3

!
speed oscillation 53.3%

0.0 - B

1
1.0
0.5 B
0.0 L

0.0 0.1 0.2
time(s)
@

—_15 L ) ]
speed oscillation 8%

0.5 |- E

0.0 L
0.0 0.1 0.2

time(s)

(b)

Fig. 9. The current, speed, torque, stator flux, and fault flag comparison of steady-state performance under the reference speed of 300 rpm and the load of 3 Nm: (a)

without tolerance, (b) with proposed NFT method.

V. COMPARED WITH OTHER METHODS

The proposed method is compared with other methods as
shown in TABLE III. Traditional AFT methods often involve
hardware reconfiguration (e.g., switching to a four-switch to-
pology), which requires additional hardware (switches, relays)
and complex control re-synthesis for each topology. In contrast,
the proposed NFT method requires no hardware modification

or reconfiguration, significantly reducing cost and complexity.
The performance comparison is thus multifaceted: while some
reconfiguration methods might achieve better post-fault perfor-
mance theoretically, the proposed method offers a cost-to-per-
formance ratio and simplicity of implementation, making it
highly suitable for cost-sensitive applications where ultra-high
post-fault performance is not the primary goal but continuous
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Fig. 11. The current, speed, torque, and stator flux comparison of speed-change performance under the reference speed of 300 to 500 rpm and the load of 3 Nm: (a)

without tolerance, (b) with proposed NFT method.

operation is. The experimental results provided demonstrate
the significant performance gain over the non-tolerant case,
which is the key benchmark for a fault-tolerant scheme.

The proposed method has the following advantages. Firstly,
it avoids the transformation from a static to a rotating coordi-
nate system and the estimation of electrical angles. Secondly,
the existing methods all directly perform fault tolerance after

obtaining the location of the power switch failure, without
considering the impact of incorrect diagnosis. Once the fault
diagnosis is incorrect, it will inevitably enter the fault-toler-
ant mode, wasting the power switches that are still healthy.
However, the proposed method has the ability to automatically
switch back to the healthy mode even if incorrect diagnosis
occurs.
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TABLE IIT
COMPARED WITH OTHER METHODS

. .. Fault location Hardwar Remaining healthy

Method Topology System signals needed Transition stralegy meeded Jsoftware cost switches utilixed
[3] Four-leg inverter Basic control signals Recomstruction Yes High No
[5] Dual inverler Basic control signals Recomstruction Yes High No
[7] Multilevel inverter Basic control signals No-reconstruction Yes High No
[11] Four-switch inwerler Basic control signals Recomstruction Yes High No
[14] Four-switch four leg inverter Basic control signals Recomstruction Yes High No
[24] Basic tapology inwerler Basic control mgnfals 3rec1se No-reconstruction Yes Low No

rodor angle estimation
[26] Basic tapology inwerler Basic control s1gn'als BTCCISC No-reconstruction Yes Low No

rodor angle estimation

roposed Basic tapology inwerler Basic control signals No-reconstruction No Low Yes
prop POTogy & srnouth trarsition
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A Novel Space Vector Modulation Scheme for
Common-Mode Voltage Reduction in the Hybrid
Active Neutral-Point-Clamped Three-Level Inverter
with Balanced and Unbalanced DC-Links

Chuanjing HOU, Desheng JIA, Changwei QIN, Xiaoyan LI, and Jiandong LI

Abstract—The hybrid active neutral-point-clamped (HANPC)
three-level inverter (TLI) requires much less SiC MOSFETs than
a full-SiC ANPC TLI while providing comparable power density.
Therefore, the HANPC TLI is an ideal solution for balancing
performance and cost. However, excessive common-mode volt-
age (CMYV) amplitudes are observed in conventional modulation
methods, especially under unbalanced DC-links. This paper
presents a CMYV reduction method for the HANPC TLI with bal-
anced and unbalanced DC-links. The scheme employs real-time
sampling of photovoltaic array voltages on the DC side, followed
by dynamic updates to the space vector diagram (SVD). Due
to its inherent advantage of low CMYV, zero vector and medium
vectors are selected for reference vector synthesis. According to
the position of the medium vectors in the updated SVD, the duty
cycles are recalculated to ensure the output current quality. Fur-
thermore, switching sequences are optimized through five-seg-
ment symmetrical patterning, ensuring minimal switching actions
in power devices. Theoretical analysis demonstrates that this
modulation method effectively reduces both the magnitude and
root-mean-square (RMS) value of CMV while ensuring that SiC
MOSFETs and Si IGBTs operate at high and low frequencies, re-
spectively. The hardware-in-loop (HIL) tests validate the efficacy
of the proposed modulation strategy.

Index Terms—Common-mode voltage, hybrid active neutral-point-
clamped (HANPC), silicon carbide (SiC), unbalanced DC-links.

1. INTRODUCTION

HREE-LEVEL inverters (TLI) are recognized as funda-
mental components in modern power conversion sys-
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tems, particularly in renewable energy applications, due
to their superior performance over conventional two-level
topologies [1], [2]. By generating three distinct voltage
levels, these inverters significantly reduce voltage stress on
switching devices, minimize output harmonic distortion, and
lower electromagnetic interference (EMI) [3]-[5]. These
characteristics enable enhanced system efficiency and improved
power quality. Reliable operation is ensured for grid-connected
photovoltaic (PV) systems.

The hybrid active neutral-point-clamped (HANPC) TLI
topology is recognized as an advanced power electronic
configuration. Compared with conventional neutral-point-
clamped (NPC) inverters, diodes are replaced by active
switching devices in HANPC implementations. Improved
loss distribution uniformity is achieved through this structural
modification. The reduced conduction voltage across switching
devices is obtained. Consequently, operational efficiency and
power density are elevated [6]-[8].

In the HANPC topology, each phase leg is typically
constructed with six switching devices. Four low-frequency
switches and two high-frequency switches are integrated in
this configuration. Such a configuration makes the inverter
more flexible in control and able to adapt to different loads and
working conditions requirements. It enables it to have a wide
range of application prospects and advantages in high-voltage
high-power power electronics applications [9], [10].

In PV systems, however, the advantages of HANPC in-
verters are often challenged by inherent DC-links voltage
imbalances. Such imbalances arise from partial shading, module
degradation, or mismatched string configurations in solar arrays
[11]-[13]. These conditions lead to unequal power generation
across PV strings, causing asymmetric voltage distribution in
the DC-links capacitors, the presence of unbalanced neutral-
point voltage can degrade the overall performance of both the
equipment and the grid [14].

Under severe imbalance, the neutral-point voltage oscillates
excessively, amplifying common-mode voltage (CMV) and
inducing leakage currents through the parasitic capacitance
between PV panels and ground [15]-[17]. Elevated CMV not
only degrades system efficiency but also poses safety risks,
accelerates component aging, and violates grid codes for
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Fig. 1. Topology of the HANPC TLI with unbalanced DC-links.

electromagnetic compatibility (EMC) [18], [19]. Traditional
CMV mitigation strategies, such as passive filters or complex
modulation schemes, often introduce trade-offs between
hardware complexity, efficiency, and current quality [20].
For instance, passive damping resistors reduce CMV at the
expense of increased losses, while advanced modulation
methods like virtual vector synthesis may compromise dynamic
response or require excessive computational resources [21]-
[23]. [24] presents a space vector modulation (SVM) strategy
for suppressing the CMV in the reduced switch count (RSC)
TLI with unbalanced neutral-point voltage, due to topological
limitations, this method abandons the medium vector with a
lower CMV amplitude. [25] proposes an optimized DPWM
(O-DPWM) scheme to reduce the leakage current for three-
level inverters under different neutral-point voltage conditions.
The proposed method has demonstrated effective suppression
of leakage current under unbalanced operating conditions,
while exhibiting limited effectiveness in common-mode voltage
suppression.

To this end, this paper presents a novel CMV suppression
strategy for the HANPC TLI, which is applicable for both
balanced and imbalanced DC-links capacitor voltage conditions.
Real-time sampling of DC-links capacitor voltages enables
continuous updates to the space vector diagram. A revised duty
cycle calculation algorithm is introduced. The core innovation
lies in the comprehensive utilization of medium vectors for
reference voltage vector synthesis.

The remainder of this paper is organized as follows: Section
1T presents the topology and working principles of the HANPC
TLI. Section III introduces the proposed modulation scheme.
Section IV gives comprehensive experimental results to verify
the correctness and effectiveness of the proposed method.
Finally, Section V concludes this article.

II. WorkING PriNcIPLE oF HANPC TLI witH
BALANCED AND UNBALANCED DC-LINKS

In this section, a detailed presentation of the HANPC TLI
topology is given, which includes topology structure and
operational principles. Fig. 1 shows the general circuit of
HANPC TLI, each capacitor is connected to a PV array at

TABLE I
OUTPUT STATES AND OUTPUT VOLTAGES CORRESPONDING TO SWITCHING
StateEs oF HANPC TLI

Output Output Switching states (x = a, b, ¢)
state voltage Sa Se Ss Su Qu Qe
[P] Ver 1 0 1 0 1 0
[0:] 0 1 0o 1 0o 0 1
[0] 0 o0 1 0 1 1 0
N] Ve o 1 0o 1 0 1
TABLE II
Basic VOLTAGE VECTORS AND CMVs FOR HANPC TLI witTH UNBALANCED
DC-LiNks
Vectors State CMV State CMV
[PPP] Ve
Zero [NNN] i [000] 0
[POO] Va3 [PPO] 2Val3
gggﬁ" [OPO] Va3 [POP] Wal3
[OOP] Val3 [OPP] 2Ve/3
[NOO] ~Ver/3 [NNO] “2Verf3
Is\'rﬂlpe [ONO] Vo3 [NON] “2Vef3
[OON] ~Ved/3 [ONN] “2Verf3
[PON] (Var—Ve)/3 [OPN] Var—Vea)/3
Medium  [NPO] (Var—Ve)/3 [NOP] (Ver-Ve)3
[ONP] Var—Ve)/3 [PNO] Var—Ve)/3
[NNP] Var—2Vea)/3 [PNP] QVer—Ve)/3
Large [NPN] (Va—2Ve)/3 [NPP] QVer—Ve)/3
[PNN] Var—2Vea)/3 [PPN] Q2Var—Ve)/3

both ends [26]. The capacitor voltage is denoted by V., and
V., respectively. The HANPC TLI comprises four Si IGBTs
switches (S, S , S ;, and S ) and two SiC MOSFETs switches
(Q, and Q) (x=a, b, c) in each phase.

Table I summarizes the output states and voltage levels
corresponding to all switching states of the HANPC TLI, where
“1” and “0” represent the on and off states of semiconductors,
respectively. It should be noted that the NPC TLI merely has
three output states [P], [N], and [O], the HANPC topology
contains four output states [P], [N], [O.], and [O _].

The CMV calculation formula is calculated as follows:

Vao T Veo T Vo
Vem = 3 M

where v, , v, and v, are three-phase output voltages. All the
basic voltage vectors are summarized in Table II. Obviously,
the basic vectors marked in red exhibit the highest CMV
magnitudes and should therefore be excluded during reference
vector synthesis. Conversely, the vectors highlighted in blue
generating minimal CMV and are prioritized in the proposed
space vector modulation scheme to achieve effective CMV
suppression. Based on this analysis, a systematic CMV
mitigation strategy for the HANPC TLI under both balanced
and unbalanced DC-links capacitor voltage conditions will be
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elaborated in the following section.

III. PROPOSED MODULATION STRATEGY

The proposed modulation strategy consists of three com-
ponents. Initially, the two capacitor voltages on the DC-links
are sampled, and the capacitor voltage unbalance factor & is
calculated by the formula. Subsequently, the space vector
diagram (SVD) is updated according to the capacitor voltage
imbalance factor for sector judgment of the reference voltage
vector (V). Finally, the duty cycle is calculated based on the
capacitor voltage unbalance factor, and the drive signal of the
power switching tube is generated based on the corresponding
switching sequence. The overall diagram of the proposed
method is shown in Fig. 2.

A. DC-Links Voltage Sampling and Sector Judgement

Firstly, the voltages across capacitors C, and C, are sampled,
and noted as V¢, and V., respectively.
Next, the unbalanced factor £ is defined as:
k:(VCl_VCZ)/V::Ic @
Under unbalanced neutral point (NP) voltage conditions,
the capacitor voltage fluctuates in response to variations in the
voltages of the two PV arrays, resulting in a corresponding
alteration of the SVD, as illustrated in Fig. 3. Consequently, the

medium vector expression can be represented by the following
equation:

- 3.(1-k
6 6
7, oeN) =Ky By,
3.(1+k
7 inpoj k=3 3R
6 6
k-3 V3-(1+k) ©
(14
7. Nopy = K3y . a
6 6
A SIS
3 3
_ 3-(1-k
V;[PNO]—32" v, j-f(6 Ly,

Since the position of the medium vector in the SVD will
change with the capacitor voltage offset on the DC-links, it is
necessary to compute the position of the medium vector in real
time when judging sectors, and the angle of the medium vector
[PON] can be calculated by the following formula:

6 = arctan {M] )

3+k

B. Duty Cycle Calculation and Drive Signals Generation

Taking Sector 1 as an example, two fundamental voltage
vectors [PON] and [PNO] are used to synthesize the reference
voltage vector. The voltage-second balance equation is written
as follows:

Ve=V-d+V,-d+V, d,
d+d,+d, =1 ©)

where d,, d,, and d, are the duty cycle of [PON], [PNO], and
[OOO0].
The corresponding duty cycle can be calculated as:
3 .
d =m- -cos@+m- -sind
3+ -
3 1. 6
dg=m- -cos@—m- -sin @ (©6)
3+ —k
dy=1-m- 23 -cos @
3+

Considering the symmetry of SVD, the duty cycle formulas
in other sectors are similar to the above analysis and will not be
repeated here.

In Sector 1, to satisfy the requirements of reduced switching
numbers and harmonic distortions, the switching sequence is
arranged as [O,O O _]-[PNO ]-[PO N]-[PNO ]-[0,0 O ], as
shown in Fig. 4. Within each sampling period, the switching
states of all Si IGBTs (S, —S ) are maintained unchanged,
thereby avoiding additional switching losses. For the SiC
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TABLE III
SWITCHING SEQUENCE OF THE PROPOSED METHOD

Sector Switching sequence
1 [0:0-O-]-[PNO_]-[PO-N]-[PNO-]-[0:0-0-]
2 [0+0:0-]-[PO-N]-[O+PN]-[PO:N]-[0:0+0-]
3 [0-0+0-]-[0-PN]-[NPO-]-[O-PN]- [0-0:0-]
4 [0-0:0+]-[NO:P]-[NPO:]-[NO+P]-[0-0+0-]
5 [0-0-0+]-[O-NP]-[NO-P]-[O-NP]-[0-O-O-]
6 [0+0-0+]-[0:NP]-[PNO:]-[O+NP]-[0:0-0-]
< I >
________ '[___________'I______________i___________ Tt
Phaseaj; Oy P P | P O,
Phaseb; O- N | O | N O-
Phasec| O- (O E N i O- o
Sal/sa3 E E E E ((;E
o L
Qaz | : : (())fr‘lf
S./S., : : : : off
I | | |
Sbl/sb3 ] | | | Off

—L_ LI =
th off

on
Q [ 1 — T 1

S_/S on

b2 b4

Sc I/Sc3 i ‘ 6] ff

[l on

o ,——||——| o
] I

Q. .  off

S_/S

|
T
€2 T4 |
|
|
L N

Ve Veydt
S I I S |

on

Fig. 4. Switching sequence, switching states, and CMV in Sector 1, £>0.

MOSFETs, the power devices of phase a and phase ¢ undergo
a single switching action per cycle, while the power devices
of phase b exhibit two switching actions. Similar switching
patterns are observed in other sectors. Furthermore, zero vector
produces zero CMV, whereas the medium vectors generate a
smaller CMV amplitude of only (V,~V.,)/3.

By designing a reasonable modulation strategy, the SiC
MOSFETs can operate in high-frequency and the Si IGBTs
can operate in fundamental frequency, which further reduces
switching losses, and thus improves system efficiency. Table
III summarizes the switching sequences in all sectors for the
proposed modulation strategy.

IV. EXPERIMENTAL RESULTS

To validate the performance of the proposed modulation
scheme, an experimental test system of the HANPC TLI is
designed, as shown in Fig. 5. The main circuit is implemented

TABLE IV
PARAMETERS FOR EXPERIMENTAL TEST

Parameter Value

DC Voltage (Vac) 540 V

AC output frequency (f) 50 Hz
Switching period (7%) 100 ps
Sampling frequency (fsr) 10 kHz
DC-link capacitors (C; and C3) 2350 pF
Voltage difference -100V,0V, 100 V
RL load fl‘::(:n?{

=

Os cilioscAope
MDO3024

Typhoon HIL
Real-Time
Simulator

N
DSP+FPGA
Control Board |

Fig. 5. Photograph of the hardware-based test rig.

based on hardware-in-the-loop (HIL) real-time simulator. The
control board is designed to contain digital signal processor
(DSP) 28335 from Texas Instruments and field-programmable
gate array (FPGA) XC3S500E from Xilinx. The DSP is used
to execute the system control strategy, while the FPGA is used
to generate the PWM signals. The DSP sends data to the FPGA
through an external interface (XINTF) module, which includes
the sector number and the duty cycle.

The parameters for both simulation and experimental tests
are given in Table IV. To demonstrate the significant advantages
of the proposed modulation strategy, three modulation methods
suitable for unbalanced conditions are used for comparisons.
Method-1 is the hybrid SVM method in [27], method-2 is the
CMYV reduction method in [28], and method-3 is the proposed
CMV reduction scheme.

The first verification is the operation of the three modulation
methods in the balanced conditions, and the experimental results
are shown in Fig. 6, in which the modulation index m is 0.4 and
the voltage difference between two DC-links capacitors is set to
be 270 V. The CMVs of method-1 and method-2 are relatively
high, because the basic vectors with high CMV magnitudes are
utilized by these two methods.

Since method-1 uses all the basic vectors to synthesize the V/_,
it achieves an output current total harmonic distortion (THD)
of only 1.32%. However, this method exhibits signi-ficantly
higher CMV amplitudes, with a peak-to-peak range of 360 V
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Fig. 6. Experimental results under balanced conditions (m = 0.4, k = 0). (a)
Three-phase output currents and line voltage of Method-1, (b) DC power
source voltage and common-mode voltage of Method-1, (c) Three-phase
output currents and line voltage of Method-2, (d) DC power source voltage and
common-mode voltage of Method-2, (e) Three-phase output currents and line
voltage of Method-3, (f) DC power source voltage and common-mode voltage
of Method-3.
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Fig. 7. Experimental results under balanced conditions (m = 0.8, k = 0). (a)
Three-phase output currents and line voltage of Method-1, (b) DC power
source voltage and common-mode voltage of Method-1, (c) Three-phase
output currents and line voltage of Method-2, (d) DC power source voltage and
common-mode voltage of Method-2, (e) Three-phase output currents and line
voltage of Method-3, (f) DC power source voltage and common-mode voltage
of Method-3.

(=178 V to 182 V) and an RMS value of 101.9 V. Method-2
optimizes vector selection by eliminating small vectors with high
CMYV amplitudes, reducing the CMV RMS value to 48 V while
maintaining an output current THD of 2.20%.

The proposed method-3 adopts a medium-vector-dominated
synthesis scheme, theoretically achieving zero CMV under

TABLE V
COMPARISONS OF DIFFERENT METHODS UNDER BALANCED CONDITIONS

. RMS value of .
Conditions Range of CMV CMV THDi
m=04 -178V~182V 1019V 1.32 %

Method-1
m=0.8 -179V~182V 108 V 0.88 %
m=04 -852V~915V 48V 2.20%

Method-2
m=0.8 -85V~91V 64.5V 1.35%
m=04 oV 2.7V 2.19%

Method-3
m=0.8 oV 33V 1.15%

balanced conditions. Experimental results confirm its CMV
RMS value as low as 2.7 V, with an output current THD of
2.19%, demonstrating a synergistic optimization of CMV
suppression and current quality. The proposed method can
effectively suppress the CMV, whereas three-phase sinusoidal
output currents can be guaranteed at the same time.

To further validate the adaptability of modulation strategies,
experiments were repeated at a higher modulation index
(m=0.8). As illustrated in Fig. 7, all three methods maintain
stable operation under high modulation index conditions,
with CMV suppression characteristics consistent with those
observed at low modulation. Notably, method-3 restricts the
CMV RMS value to 3.3 V and reduces the output current THD
to 1.15%, confirming its applicability across a wide modulation
index range. A systematic comparison of CMV suppression
and THD performance under balanced DC-links conditions is
summarized in Table V. Since method-3 avoids using the basic
voltage vectors with high CMV magnitudes, the current THD
value is slightly higher than that of method-1 and method-2.
Fortunately, the current THD value of the proposed method
remains at an acceptable level.

For DC-links voltage imbalance conditions, experiments
were conducted with +100 V deviations (k=+0.1852). As shown
in Fig. 8, when the upper capacitor voltage is 100 V lower than
the lower capacitor (k=—0.1852) at m=0.4, method-1 exhibits a
CMV peak-to-peak range of 358.5 V (-211.5 V to 147 V) and
an RMS value of 103.1 V, accompanied by a THD of 1.36%.
Method-2 reduces the CMV RMS value to 59 V with a THD
of 2.19%, while method-3 leverages the inherent low-CMV
characteristics of medium vectors, achieving a CMV RMS
value of 18.5 V and a THD of 2.7%.

At m=0.8 (Fig. 9), method-3 increases the CMV RMS
value slightly to 25.8 V but further reduces the THD to 2.34%,
demonstrating effective CMV suppression and high-quality
current output under imbalanced conditions. Quantitative
comparisons under these conditions are systematically presented
in Table VI.

‘When the upper capacitor voltage exceeds the lower capacitor
by 100 V (k = 0.1852), the experimental waveforms for the
case of low and high modulation indices (m=0.4 and m=0.8)
are shown in Fig. 10 and Fig. 11, respectively. The CMV
suppression performance and output current quality remain
consistent with those under negative imbalance conditions.
Although the proposed method exhibits marginal THD
degradation compared to method-1, it demonstrates a significant
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Fig. 8. Experimental results for negative unbalancing coefficient (m = 0.4, k=
—0.1852). (a) Three-phase output currents and line voltage of Method-1, (b) DC
power source voltage and common-mode voltage of Method-1, (¢) Three-phase
output currents and line voltage of Method-2, (d) DC power source voltage and
common-mode voltage of Method-2, (e) Three-phase output currents and line
voltage of Method-3, (f) DC power source voltage and common-mode voltage
of Method-3.
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Fig. 9. Experimental results for negative unbalancing factor (m = 0.8, k =
—0.1852). (a) Three-phase output currents and line voltage of Method-1, (b) DC
power source voltage and common-mode voltage of Method-1, (c¢) Three-phase
output currents and line voltage of Method-2, (d) DC power source voltage and
common-mode voltage of Method-2, (e) Three-phase output currents and line
voltage of Method-3, (f) DC power source voltage and common-mode voltage
of Method-3.

advantage in CMV amplitude reduction. The quantitative
performance for positive unbalancing factor is summarized in
Table VII.

Overall, method-3 effectively reduces the CMV amplitude
and RMS value under different modulation indexes and

TABLE VI
COMPARISONS OF DIFFERENT METHODS FOR NEGATIVE
UNBALANCING FACTOR (K =-0.1852)

. RMS value of .
Conditions Range of CMV CMV THDi
m=04 -2115V~147V 103.1V 1.36 %

Method-1
m=08 -211.5V~147V 1099V 0.87 %
m=04 -136 V~73V 59V 2.19%

Method-2
m=08 -1355V~73V 75.74V 1.15%
m=0.4 28V~0V 18.5V 2.70 %

Method-3
m=0.8 28V~0V 258V 2.34%
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Fig. 10. Experimental results for positive unbalancing factor (m = 0.4, k =
0.1852). (a) Three-phase output currents and line voltage of Method-1, (b) DC
power source voltage and common-mode voltage of Method-1, (¢) Three-phase
output currents and line voltage of Method-2, (d) DC power source voltage and
common-mode voltage of Method-2, (e) Three-phase output currents and line
voltage of Method-3, (f) DC power source voltage and common-mode voltage
of Method-3.

different unbalance factors, thus ensuring the safe and stable
operation of the inverter system.

Selected experimental waveforms of the power switch drive
signals are depicted in Fig. 12. All three modulation methods
achieved hybrid high-low frequency modulation. Method-1
and method-2 generate only one switching action per phase
per cycle, whereas method-3 introduces optimized medium-
vector timing to achieve precise CMV control, resulting in
two switching actions for one phase while maintaining single
switching actions for the other two phases, consistent with
theoretical predictions. This design ensures minimal additional
switching losses while prioritizing CMV suppression.

To verify the influence of unbalanced conditions on the
DC side on the loss distribution, a co-simulation platform of
Simulink and PLECS was built for the proposed common-
mode voltage suppression method, and the corresponding losses
were calculated and summarized in Fig. 13. It can be seen from
the figure that under balanced conditions, due to its symmetrical
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Fig. 11. Experimental results for positive unbalancing factor (m = 0.8, k =
0.1852). (a) Three-phase output currents and line voltage of Method-1, (b) DC
power source voltage and common-mode voltage of Method-1, (c¢) Three-phase
output currents and line voltage of Method-2, (d) DC power source voltage and
common-mode voltage of Method-2, (e) Three-phase output currents and line
voltage of Method-3, (f) DC power source voltage and common-mode voltage
of Method-3.

TABLE VII
COMPARISONS OF DIFFERENT METHODS FOR NEGATIVE
UNBALANCING FACTOR (k = 0.1852)

.. RMS value of .
Conditions Range of CMV CMV THDi
m=04 -1425V~2175V 104.8V 1.39%
Method-1
m=0.8 -143V~217V 111V 0.98 %
m=0.4 -68V~140V 69.6 V 2.26 %
Method-2
m=0.8 -68V~1415V 85V 1.75%
m=04 0V~33V 215V 2.68 %
Method-3
m=0.8 0V~325V 30V 2.35%
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Fig. 12. Drive signals of power switches. (a) method-1, m = 0.8, £ = 0, (b)
method-1, m = 0.8, k = 0.1852, (¢) method-2, m = 0.8, k = 0, (d) method-2, m =
0.8, k=0.1852, () method-3, m = 0.8, k= 0, (f) method-3, m = 0.8, k= 0.1852.

characteristics, the conduction loss and switching loss of power
devices can remain relatively balanced. Under the unbalanced
condition on the DC-links, when /=-0.1852, the increase in the
voltage of the lower capacitor C, will increase the switching
loss of the power device Q_,, but the overall loss can remain
relatively balanced. The same conclusion can be extended to
other conditions.

V. CONCLUSION

For the dual-input TLI system, this paper presents a novel
CMV reduction method for HANPV TLI with balanced and
unbalanced NP voltage conditions. This method eliminates
vectors with higher CMV amplitudes. By sampling the DC-
links capacitor voltages, an imbalance factor is calculated,
which subsequently facilitates the reconfiguration of the
SVD, thereby simplifying the computational complexity.
Furthermore, a symmetrical five-segment switching sequence
that starts and ends with zero vector is designed to reduce
harmonics. Experiments verify the effectiveness of the proposed
modulation strategy.
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Duty Cycle Control Set Model Predictive

DC-Link Voltage Control Method for PMSM
Film-Capacitor-Driven System

Zhenrui ZHANG, Jing XU, Xinyu WANG, and Qingya ZHANG

Abstract—This paper proposes a robust duty cycle control set
model predictive DC-link voltage control (DCS-MPDVC) to sup-
press the DC-link voltage oscillations in the permanent magnet
synchronous motor (PMSM) film-capacitor drive system. This
method applies an extended state observer (ESO) to suppress
unmodeled disturbances and parameter variations and estimate
the inductor current of the inverter. Subsequently, to ensure the
constraint accuracy of the dg-axis current and DC-link voltage,
a discrete duty cycle control set is constructed to reduce the
prediction error within each control cycle. In addition, a sector
judgment mechanism for voltage vector selection is introduced to
reduce the computational complexity while maintaining the control
performance. The proposed control strategy is experimentally
verified on a film-capacitor hardware test platform using DSP,
demonstrating the effectiveness of DCS-MPDVC in suppressing
the DC-link voltage and optimizing the computational efficiency.

Index Terms—Duty cycle control set system, extended state observer,
oscillation suppression, permanent magnet synchronous motor.

. INTRODUCTION

HE film-capacitor driven system for permanent-magnet

synchronous motors has recently been applied in industrial
appliances like air-conditioners and aircraft propulsion systems
due to its high-efficiency, high-power-density, and low-failure-rate
advantages [1], [2]. However, reducing the capacitance value
of the DC-link capacitor leads to DC-link voltage oscillations
[3]. Active damping compensation based on vector control is
an effective control method to tackle this issue. But, it can only
passively maintain system stability by increasing damping [4]-{6].
Therefore, to address the adverse effects of DC-link voltage
disturbances on the system, direct constraints are imposed
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on it to achieve better steady-state performance of the motor.
For example, designing a DC-link voltage prediction equation and
cost function using finite-control-set model predictive control
(FCS-MPC) can achieve multi-objective optimization for the
film-capacitor-driven system [7]. The constraint on the DC-link
voltage can also be incorporated as an additional optimization
objective in the cost function of FCS-MPC to achieve stability
in the film-capacitor drive system [8]. The stability of FCS-MPC
applied to the film-capacitor system has been demonstrated in
[9]. A DC-link current observer has been developed in [10] to
minimize sensor reliance. However, the accuracy of the predictive
equation and control set limits the effectiveness of the constraint
on the DC-link voltage. Some solutions have been proposed to
address the control and prediction-accuracy issues of the elec-
trolytic-capacitor system [11].

Motor parameter identification [12] and prediction error
compensation [13] can solve the system problem of time-vary-
ing parameters. However, chip performance will affect their
compensation effect, and these methods cannot solve the
problem of inaccurate motor modeling. Compared with these
schemes, it is simpler and more efficient to use disturbance
observers (such as Luenberger observer [14], [15], extended
Kalman filter [16], sliding mode observer [17], and adaptive
observer [18]) to solve the problems of time-varying param-
eters and inaccurate modelling. Meanwhile, the disturbance
observer not only observes the disturbance of the system but
also simplifies the design of the predictive controller. Professor
Han proposed anti-disturbance control technology and ESO
[19], which can effectively reduce the impact of inaccurate
mathematical modelling on the controller. The ESO can extend
the unknown part of the motor modelling to an independent
state variable and observe it to achieve the real-time acquisition
of the motor state [20]. The ESO has more anti-disturbance and
parameter-tuning advantages than the traditional disturbance
observer. Based on the ESO, progress has also been made
in reducing parameter disturbance. [21], [22] have utilized
the ESO to develop an accurate prediction model. However,
these methods are based on deadbeat model predictive con-
trol (MPC). Due to the absence of an explicit cost function,
DC-link voltage constraints cannot be added, rendering these
methods unsuitable for directly suppressing DC-link voltage
oscillation.

When there is only a current prediction equation, solving the
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deadbeat method can consider both steady-state performance
and solution accuracy. However, the multi-objective optimiza-
tion system has a coupling problem, and the control law cannot
be solved directly. Therefore, it is necessary to solve the cost
function online. Limited by the controller’s performance, the
finite control set method is mainly used for the solution. How-
ever, the control accuracy of the basic control set relying on
the inverter switching state is challenging to meet the control
requirements. In order to address this issue, a method proposed
in [23] reduces the amplitude of six fundamental effective
vectors to half of their original value. It combines two adjacent
voltage vectors into a new vector. This approach expands the
control set of voltage vectors, resulting in 20 voltage vectors
and improved control accuracy. In [24], virtual vectors with
different phase angles are generated by averaging the included
angles of adjacent fundamental effective vectors, leading to an
extended vector control set. This scheme effectively enhances
the control accuracy of the vector phase angle. However, sig-
nificant current ripple still exists at low speeds due to the large
vector amplitude. [25] addresses this issue by selecting the
optimal voltage vector through multiple iterations of voltage
amplitude and angle. However, this approach requires con-
siderable computational resources and is typically applied to
high-performance chips such as FPGAs. Using the deadbeat
method for duty cycle calculation can lead to performance deg-
radation due to potential changes in motor parameters during
operation [26], [27]. On the other hand, a discrete duty cycle is
a control set design scheme that exhibits robustness [28], but it
lacks an optimization strategy to improve algorithm efficiency.
Therefore, further investigation and research are required to ex-
plore optimized control strategies for improving the constraint
on the DC-link voltage.

This paper introduces the DCS-MPDVC for film capacitor
PMSM drive systems to balance control accuracy and compu-
tational burden. This approach offers two key contributions:

1) Given the positive correlation between the predicted DC-
link voltage and the predicted dg-axis currents, an anti-distur-
bance prediction model for DC-link voltage is developed based
on the ESO to improve the prediction accuracy of the DC-
link voltage and estimate the inductor current of the inverter.
Meanwhile, an under-damped parameter allocation method is
introduced and combined with a low-pass filter to enhance the
observation accuracy, thus saving the hardware configuration
of physical sensors.

2) A duty cycle control set is put forward to decrease the pre-
diction errors associated with the DC-link voltage and dg-axis
currents. Meanwhile, a sector judgment mechanism and a
design method for the duty cycle control set are presented. In a
single prediction process, the constraints on the DC-link volt-
age and dg-axis currents are strengthened by comprehensively
applying optimal and sub-optimal basic voltage vectors.

This study validates the algorithm’s effectiveness in reduc-
ing current ripple and suppressing voltage oscillation through a
surface-mounted PMSM (SPMSM) film-capacitor drive setup.
The paper is structured as follows: The basic design principle

of the anti-disturbance prediction model and the method for
configuring observer parameters are presented in Section II.
Section III discusses the design principles of the duty cycle
control set and sector judgment mechanism. Section IV fo-
cuses on conducting experimental verification, validating the
advantages of the duty cycle control set, the observer, and the
suppression of DC-link voltage oscillation.

II. DESIGN AND ANALYSIS OF ROBUST MODEL PREDICTIVE
DC-LINK VOLTAGE CONTROL

The current predictive controller of PMSM ignores the non-
linearity of the inverter and time-varying parameters. There-
fore, this study uses the ESO methodology to design a predic-
tive DC-link voltage model.

A. SPMSM’s Current Mathematical Model

The accurate mathematical model of SPMSM in a rotating
coordinate system can be expressed by

di R +aR; . . 1

f:—l‘s +il‘s ld+a)elq +mvd +f;,' (l)
%:_RS+AR5iq—we(id+"”+ij+ vy + fo
dt L +aL L +al L +aL

where, i, i, v,, and v, are the motor’s current and voltage in
the rotating coordinate system(dg-axis). R, is the motor’s phase
resistance. L, are the SPMSM’s inductance in the dg-axis. w,
is the motor’s electric angular velocity. w is the flux linkage of
the permanent magnet. f; and f, represent the unknown distur-
bance in the dg-axis. The “A” represents the error between the
motor’s actual and controller parameters.

The PMSM current model in (1) is divided into two parts:
the input and the lumped disturbance, as shown in

l'.s =1I; + bvs
Y=i
R +aR; . .

. —;ld+wclq +fd (2)

I _|:ldf :| _ Li+aL
= =
lys R +aR; . . W +ay
- iy — @y — W ———+
L +aL, ' ‘ Lo +aLs f

where, i= [i, iq]T, v=[v, vq]T. b is regarded as the gain of the
input value, and the current gain of the d-axis and g-axis of
SPMSM is regarded as the same value. Z; is a nonlinear current
disturbance term.

B. Design of Disturbance Observer

The anti-disturbance predictive model adopts the ESO to
estimate the motor’s lumped disturbance. The disturbance val-
ue of the system model can be observed through the input and
output of the system. Firstly, the observer model is established
according to (2),
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I (k+1)
e
Fig. 1. The disturbance observer computation structure.

e=i,—I

i, =I; +bv, - Be 3)
if = —,Bze

Wherea e= [eda eq]Ta ;'s = [;da iq]Tﬂ if = [idﬁ l"\qf]T‘
After the Laplace transform, use (3) to calculate the transfer
function of actual disturbance I; and estimated disturbance I+:

- s —bv I;
If IB IS \4 —ﬂ f (4)

=P2 =p2
52 +Sﬂ1 +ﬂ2 s2 +Sﬂ1 +ﬂ2

(4) can be set through parameter configuration as a low-pass
filter with a bandwidth w,. The transfer function of the second-
order low-pass filter is

I s s Q)

After comparing (5) with (4), ,= o}, B, = 2w;&, the damp-
ing coefficient & is set to 0.707 by using the design method of
the Butterworth filter. The parameter configuration method
based on the low-pass filter can be defined as:

{/3 2= ©)

Bi=1.4140,

Configure an observation bandwidth larger than the lumped
disturbance to estimate the actual disturbance effectively.

C. DC-Link Voltage Anti-Disturbance Prediction Equation

The observer’s discrete is obtained by the forward Euler ex-
pansion of (3). The control structure of the current disturbance
observer is shown in Fig. 1.

e(k)=1i,(k)—i, (k)
i.(k+1) = T[T (k) + bviet (k) - Be(k) |+ i (k) (7)
I (k+1) =1 (k)T pre(k)

The current disturbance I, of the motor observed through (3)
is brought into (2) to obtain an accurate motor current model.

Then, according to the basic principle of FCS-MPC and the invert-
er basic voltage vectors v, the prediction equation is obtained by
forward Euler expansion based on the sample time 7,

i(k+ 1) = T[L(k) + by +i(h) ®

Two-step prediction is adopted to obtain the predicted value
of the k£ + 2 control cycle because of the one-step control delay
of the chip controller.

i(k+2)=T[Ik+ 1) +bv™+i(k+1) )

The current disturbance observer has very high observation
accuracy and low observation error, namely i,(k+ 1) = j(k+ 1),
I(k+ 1) = [ (k+ 1). Therefore, I, (k + 1) and j(k + 1) can be
obtained by the observer.

The current predictive equation is designed by (9). The
predicted value of different basic voltage vectors is obtained
through the prediction equation, and the predicted value is
compared with the current reference value to obtain the cost
function in (10). And constraints related to current limits can
also be incorporated in

g=li' — ikt DT+ [ -, e+ 2 (10)

In (10), /5" and i;ff are the dg-axis current reference values,
which are usually calculated through the speed loop. g represents
the prediction error. The voltage vector contained in the control
set is brought in (10) individually to obtain the cost value (prediction
error). The minimal prediction error g,;, corresponds to the
optimal voltage vector.

The topology structure is depicted in Fig. 2. The voltage
equation of the DC-link is given by

dvdc
dr

=i — g (11)

where, C is the capacitor value. i, is the inductor current. i, is
the DC-link current, and v, is the DC-link voltage.

The analysis can be carried out for (11), and the correspond-
ing ESO shown in (12) can be established to observe the in-
ductor current.

e(k) = Vae (k) —vae (k)

Va(k+1) =T, [@ —% - ﬂle(k)} +he (k) (12)
i (k+1) = =T, Bre(k) +i, (k)

iy can be obtained from the equivalent formula of the inverter
(using the control strategy of i, = 0).

3v, (k)iy (k +2)

itk 2) =R

(13)

Based on the ESO for inductor current, the predicted current
value, delay compensation, and the estimated applied voltage
are combined to estimate the DC-link current of the following
control cycle. (14) is used to predict the DC-link voltage.
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Fig. 2. DCS-MPDVC control structure diagram. (a) Predictive controller, (b)
Overall control structure diagram.

vae(k+2) = vdc(k)+%[iL (k) —ise(k+2)|T;

34y (k + 2)vist (k) + i, (k + 2)viet (k)] (14)
21 (k)

iac(k+2)=

As shown in (14), i, needs to be calculated using the motor
current equation. Therefore, the accuracy of the current equa-
tion is essential for predicting the DC-link voltage.

The cost function of DC-link voltage control is [29]

o = gtk v —vee (k+2)[
- 0

Vit

Furthermore, to ensure the system’s stability, it is necessary
to analyze its damping characteristics. The system damping is
directly related to the control voltage. Given that the control
strategy of i, = 0 is adopted, the damping compensation related
to the g-axis voltage is mainly considered. Therefore, the g-axis
reference voltage value needs to be analyzed according to (15).
Here, the cost function in the steady state is considered, and its
partial derivative is taken to obtain the extreme value solution.
First, when the voltage constraint is not added, the partial de-
rivative of the cost function with respect to the g-axis voltage is:

%108
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Fig. 3. The curve of system eigenvalues changing with £,.

27; [iqref - iq + % + V/na)ej
a_g — 27152‘}‘7 _ L‘J Lq (16)

ov, L2 L,

k, is used to represent the weight coefficient of the voltage
constraint term g,, then the partial derivative of it concerning
the g-axis voltage is:

37;1.qu (Vdc — Vioret + & - MJ
og C 20w a”n
qu Cvdc

Adding these two partial derivatives and setting the sum
equal to zero allows us to obtain the analytical solution of the
g-axis voltage corresponding to the extreme value of the cost
function. At the same time, it is easy to prove that this solution
is a minimum value by calculating the second-order partial de-
rivative. Therefore, the g-axis voltage with voltage constraint
can be expressed as

(. R, wia
S _(w o REL uj
Lq L‘i L‘I

. Li
3];1qu (Vdc — Vigeret + ?Lj

Cvdc + 97’;2131((10
L 2Ch:

(18)

After that, the inverter current value after applying the volt-
age constraint can be obtained by
9212 . 91212
idcfdamp ~ idc + kv v Vic + Ky 1 iL

2CTV2 20012

A . ~ .
= g + avye + biy,

(19)

Subsequently, by using the eigenvalue analysis method [9]
of traditional active-damping compensation, the characteristic
equation of the system can be obtained:

[R:(Vaa=B)-V2(b-D)]

— 2
s24 MJF& S+ =0(20)
Cri L ViCL
Ci C

Next, analyze the variation of two important stability coeffi-
cients ¢, and ¢,, under rated conditions as k, increases based on
the motor parameters, as shown in Fig. 3. To a certain extent,
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Fig. 4. The relationship between the optimal and suboptimal voltage vectors
based on the duty cycle.

the value of ¢, is much greater than zero. So, the instability fac-
tor of the system is mainly reflected in the eigenvalue ¢,. When
k, = 0, the characteristic coefficient of the system is negative,
indicating that the system will oscillate. As k, increases, when
k, is greater than the weight coefficient of the DC-link voltage
constraint, the value of ¢, gradually shows a trend greater than
zero. Therefore, the MPDVC plays the same role as the tradi-
tional active damping method in reshaping the damping and
realizes the system’s stable control from the active damping
perspective.

Next, the key is to find out how to obtain the extreme value
that makes the cost function zero. Since the optimization algo-
rithm has a large amount of calculation, the burden on the mo-
tor controller is heavy. Therefore, the discrete control set is cur-
rently more mainstream. This paper proposes a high-efficiency
optimization method based on the duty cycle discretization.

III. DESIGN AND ANALYSIS OF DUTY CYCLE CONTROL SET

The voltage vector set used in FCS-MPC consists of fun-
damental voltage vectors determined by the inverter’s output
state, which directly corresponds to the motor’s operational
state. The utilization of inverter voltage plays a crucial role in
minimizing prediction errors, particularly at low speeds, where
the impact on current and DC-link voltage is more pronounced
due to the significant difference in magnitude between the
motor voltage vectors and the fundamental vectors. There-
fore, optimizing the selection of voltage vectors in FCS-MPC
is essential. This study proposes the inclusion of suboptimal
voltage vectors alongside the optimal ones and introduces the
duty cycle control set to synthesize virtual voltage vectors. This
approach enables precise control with a negligible increase in
computational load.

A. Duty Cycle Control Set Design

The basic voltage vector (S, i = 0 — 7) of the two-level volt-
age source inverter is shown in Fig. 4. Assume the reference
voltage vector at the control cycle is v, One method uses the
two adjacent basic vectors to synthesize this vector. Mean-
while, the duty cycle must be added to control the action time
of these vectors. Then, in Fig. 4, the action time of S, is d,, and

TABLE I
VOLTAGE VECTOR OF TWO-LEVEL VOLTAGE SOURCE INVERTER

S,i= S, S, S. Vi Vig

0 0 0 0 0 0

1 1 0 0 2v,.d/3 0

2 1 1 0 v, d/3 J3v, d/3
3 0 1 0 -, d/3 3y, d/3
4 0 1 1 ~2v, d/3 0

5 0 0 1 v, d/i3 By, d/3
6 1 0 1 ved/3 =By, d/3
7 1 1 1 0 0

Fig. 5. Virtual voltage vector control set based on duty cycle control.

the action time of S, is d,. Therefore, the basic voltage vec-
tors introduced in Table I are incorporated into the d; control.
Hence, the present study introduces a discrete duty cycle con-
trol scheme to streamline the calculation process.

The duty cycle of the motor voltage vector typically ranges
from 0 to 1, allowing for active discretization based on this
characteristic. For instance, Fig. 5 illustrates the time distribu-
tion of a vector divided into intervals of 0, 0.25, 0.5, 0.75, and 1.
The figure also displays the distribution and quantity of vector
control sets. Each point in Fig. 5 corresponds to different duty
cycle control solutions for distinct vectors. Following the solu-
tion approach of FCS-MPC, the figure involves iterative cal-
culations for 60 effective vectors (duty cycle control solutions)
and zero vectors. Ultimately, the optimal virtual vector with the
minimum cost function is chosen as the output for the inverter.
However, computing 61 vectors puts a significant computation-
al burden on the chip controller, thus necessitating further op-
timization of the control set. For example, in Fig. 4, assuming
that v, is the target voltage vector, the optimal voltage vector S,
and the suboptimal voltage vector S, can be obtained during an
iterative calculation of the basic effective voltage vector (d; & 1)
of the two-level inverter. So that the sector can be determined
and the duty cycle can be optimized in this sector.

A similar design strategy for a discrete duty cycle has been
proposed in a previous study [28]. Building upon this method,
this paper introduces a novel optimization mechanism aimed
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Fig. 6. The optimal vector solution in different target vector sectors. (a)
Scenariol, (b) Scenario 2.

at improving the computational efficiency of optimal voltage
vector.

B. Optimal Vector Sector Location Strategy

Further, as shown in Fig. 6, it is assumed that the target volt-
age vectors in two specific control cycles are v, and v,,. For
scenario 1, S, is the optimal basic voltage vector VL;, and S,
is the suboptimal voltage vector vf)'}’,‘f For scenario 2, S, is the
optimal voltage vector vli,‘t, and S, is the suboptimal voltage
vector vf}l‘,f S'is the vertex of the optimal basic voltage vector, R
is the vertex of the reference voltage vector, and O is the vertex
(origin) of the zero vector.

The sector of the target vector can be determined according
to the optimal and the suboptimal basic vectors. This sector can
be divided into two parts with equal areas, as shown in Fig. 6.
Furthermore, the part in the green shadow area close to the op-
timal basic voltage vector can be used as the search area of the
optimal virtual voltage vector. Then, the green shaded area can

be further divided into a, and a, according to the vertical bisec-
tor of OS. Finally, the search area of the optimal virtual vector
can be determined by comparing the distance between O_R) and
SR. Here, the amplitude of OR and SR is expressed by the cost

value (g, and g,,,,) of the zero and optimal basic voltage vec-
tors, respectively. The control region of the optimal vector can
be determined in (14).

0.75,0), (1,0), (0.5,0.25),
cn {07500 10 03039

(
(0.75,0.25), (0.5,0.5)

0,0), (0.25,0), }

0.5,0),(0.25,0.25)

@1
a (d', d*) = {E

Through the above analysis, if the target voltage vector is in
the region of a, (g, < g...), the duty cycle control solution of
the optimal basic voltage vector "th and the suboptimal basic
voltage vector vi'lf is {(0,0), (0.25,0), (0.5,0), (0.25,0)}. If the
target voltage vector is in the region of a, (g, > &), the duty
cycle control solution of the optimal basic voltage vector vfj;t
and the suboptimal basic voltage vector vi’l’,f is {(0.75,0), (1,0),
(0.5,0.25), (0.75,0.25), (0.5,0.5)}. The control solution of these
duty cycles is fixed regardless of the optimal basic vector. So,

the vector control set can be expanded to each sector due to the

1)
s
'

is(k+1),1;(k+1), basic voltage vector, 6, ;5 i

!
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Fig. 7. Control step of DCS-MPDVC.

symmetry of the active discrete duty cycle. Since the optimal
and suboptimal vectors are known, amplitude computing can
significantly reduce the computing time of the chip.

C. The Calculation Step of the Optimal Virtual Voltage Vector
of DCS-MPDVC

The overall algorithm control flow chart is shown in Fig. 7.
Step 1 is the same as FCS-MPC, and the calculation amount of
the whole control program is mainly affected by this step. In this
process, it is necessary to record the optimal and sub-optimal
voltage vectors.

Step1:

The basic voltage vector must coordinate transformation (22)
with the motor rotor position to obtain eight voltage vectors v

S
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(Vig» Vig)i- 16 in the dg-axis to facilitate the analysis.

cosf. sind,
(22)

—sing, cos0,

T25/2r (Hc )_|:
After coordinate transformation, six dg-axis voltage control
solutions are brought into prediction (9), (14) and the cost func-

tion (15) to obtain the optimal vg,(v;" v, ) and the suboptimal

vigf(vf,"f vi"d) voltage vectors. This step is similar to the FCS-
MPC [30].

Step 2 :

The optimization area needs to be further reduced to save
computation. First, calculate the cost value of the zero vector

according to

Qo = [ — T (k+1) + ik +1)[
i = T (k+1)+7, (k +1)[ 23)
By comparing the size of g, and g,,;,, the duty cycle control
set is obtained from

{if 20 << Lumin : Vopt € 2 (d'™,d*) o

if 80> Zuin 1 Vope € @ (d'™,d?™)

Step 3 :
After the duty cycle control set is obtained in step 2, the vir-
tual vector in the dg-axis based on the duty cycle solution (4",

@) can be obtained through
v dlstvlst + d2ndv2nd
ver =| = ! 25)
Vq d stvllzst + danvgnd
yffis calculated by the duty cycle in (18). All voltage vectors
v="are evaluated successively via (9), (14) and (15) to obtain

the optimal duty cycle (df};, di;‘f') and corresponding optimal

virtual vector v, (v, v ) that minimizes (15).

D. DCS-MPDVC Overall Control Structure
The DCS-MPDVC'’s control structure is shown in Fig. 2.

i¥'= 0 is used for realizing the SPMSM’s current control. Be-
cause the time scales of the speed loop and the current loop are
inconsistent, the proposed control structure retains the speed
loop. Therefore, the reference value of the g-axis current comes
from the speed loop controller. The electrical angle 6, in (22) is
obtained by the rotor position 8, and motor pole pairs P. The in-
ner loop current controller mainly uses the predictive equation, the
lumped disturbance observer, the control set (Table I and (21)),
the optimization mechanism (Fig. 6), and the cost function
(14). After the measured value and estimated value are obtained
for (9) and (14), the optimal voltage vector is calculated
through the control flow in Fig. 7. The optimal voltage vector
can be synthesized by the space vector modulation technology
proposed in [31] to act on the motor (the control vector can
also be synthesized by the rotor position and SVPWM, which
requires more calculation).

F28379D |2 i e ' K
4 . ‘ ?
3 R DC Power Input [
¢ Control Power Input =

Current Sensor

0
vy ¥
— -

g Phase Voltage Output .

|

~|Control Power Supply
- —

....... LCfiler ..
——F+nm >
+ RL L ?
() C — I/jc J
DC power supply Three leg inverter

(b)

Fig. 8. Experimental hardware platform. (a) Experimental platform, (b)
Topology of the experimental platform.

The DCS-MPDVC achieves optimal duty cycle control by
implementing a simple judgment mechanism that requires only
4 or 5 additional subset calculation loops. The advantage of
this approach is that the subsets are no longer required to un-
dergo coordinate transformation, significantly enhancing both
computational efficiency and control accuracy.

IV. EXPERIMENTAL VERIFICATION

To verify the proposed control strategy, a hardware exper-
imental platform utilizing a film-capacitor SPMSM drive is
employed in this study, as depicted in Fig. 8(a). The experi-
mental setup consists of an SPMSM as the torque output and
a magnetic particle brake as the load. The chip utilized is the
TMS320F28379D, manufactured by Texas Instruments. The
inverter topology entails a two-level voltage source inverter,
with its structure depicted in Fig. 8(b). The inverter equipment
is also from Texas Instruments (Model: TMDXIDDK379D)
and incorporates an IPM module (Model: PS21765). The
rectifier is substituted with a DC power supply. The film ca-
pacitor is utilized with the parameters referencing the hardware
specifications mentioned in [32]. The nameplate parameters of
the testing platform are provided in Table II. During the exper-
iment, the controller data is transmitted in real time to the host
computer via serial communication, and the host computer
plots the experimental results. The switching frequency used in
the experiment is 10 kHz (7, = 0.0001), and the dead time is
5 ps. The experiment’s observer bandwidth w,is 3000 rad/s,
and b is 1/L,. The PI controller parameters of the speed loop are
K,= 03, K;= 5, which is designed according to [33]. In addition,
unless otherwise specified the motor parameters involved in
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TABLE II
EXPERIMENTAL PLATFORM PARAMETERS

Quantity Symbol Value
Inverter rated voltage - 300V
Inverter rated current - 8A
DC-link voltage Vi 292V
LC resistance R, 05Q
LC filter inductance L 3 mH
LC filter capacitance C 25 uF
Phase resistance R, 1.616 Q
Phase inductance L, 11.47 mH
Flux ?, 0.175 Wb
Rated current iy 4A
Rated speed N 1000 rpm
Pole pairs P 5
Inertia J 0.0024 kg'm?
TABLE III

CALCULATION TIME OF DIFFERENT CONTROL METHODS

The control method Time/ps
FCS-MPC 32
MPD2C in [28] 375
DCS-MPDVC 32
-~ 2 2
< FCS-MPC < DCS-MPDVC
B El
X L o MAAAM
o (5]
Q [
2-1 2 -1
= =
~_2 ~_2
Time(0.025 s/div) Time(0.025 s/div)
N: ! FCS-MPC N: 05
S L S DCS-MPDVC
g 0.8 £ 04
506 503
§04 8§02
% 0.2 % 0.1 l .
£ 0 £ o e *
Time(0.025 s/div) Time(0.025 s/div)

Fig. 9. Experimental results of phase current and predicted error at rated speed.

the controller are the nameplate parameters in Table II.

In this section, the steady-state characteristics of DCS-
MPDVC are initially verified. Subsequently, the influence
of the anti-interference prediction model on the optimization
goal of the current is demonstrated following the enhanced
control accuracy achieved by ESO. Finally, the effectiveness
of DCS-MPDVC in suppressing DC-link voltage oscillation is
evaluated through testing.

A. DCS's Experimental Results of Steady-State Characteristics

The test results of the calculation amount are presented in
Table III. In DCS-MPDVC, optimizing the duty cycle does

=3 C§-MpC 22 S{MPDV
<3 <3
S 5 1
=) =}
3 -1 5 -1
(] [}
g -3 2-3
= =
~_5 ~_5
Time(0.025 s/div) Time(0.025 s/div)
1.5 0.5
N< FCS-MPC N< DCS-MPDVC
= = 04
S| g
5 503
=1 =1
£0.5 g 02
: 2o
Dbt M)
£ 0 £ 0
Time(0.025 s/div) Time(0.025 s/div)

Fig. 10. Experimental results of phase current and predicted error at rated speed.

0.5
0.25

0
-0.25
-0.5

0.5
0.25

0
—-0.25
-0.5

1000 rpm, 8 Nm 1000 rpm, 8 Nm

e,(A)
€,(A)

1000 rpm, O Nm
Time(0.5 s/div)

1000 rpm, 0 Nm'
Time(0.5 s/div)

Fig. 11. Experimental results of ESO observation error.

not require coordinate transformation but utilizes scalar calcu-
lation, only adding 6 ps to the calculation cycles compared to
FCS-MPC. The duty cycle density and programming method
proposed in this study align with the MPD2C method intro-
duced in [28]. Moreover, constraints for predicting the DC-link
voltage have been implemented. Optimizing the number of
duty cycles has significantly enhanced computational efficiency.

Figs. 9 and 10 are the motor phase current test results and
prediction errors under the control of FCS-MPC and DCS-MP-
DVC. At the rated speed (1000 rpm), the basic voltage vector
amplitude is close to the optimal vector amplitude of the mo-
tor. However, the FCS-MPC’s current distortion is still high
because of the significant phase angle error. Because the duty
cycle control set in DCS-MPDVC is widely distributed in the
whole control area, the zero vector of different control cycles is
unnecessary when synthesizing a control vector. Furthermore,
the prediction error is slight, so the sinusoidal degree of the
phase current is excellent for achieving the control require-
ments of low current ripple. It can be seen from Figs. 9 and 10
that the prediction error of the DCS-MPDVC is low, which
means that the control set accuracy will significantly impact
the controller.

B. Experimental Results of the DCS-MPDVC's Robustness

Fig. 11 presents the current observation error of ESO. The
dg-axis current observation error during the dynamic process is
almost negligible. Fig. 12 illustrates the observed disturbance
values during the dynamic process, further confirming the
excellent dynamic performance of the observer.
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Fig. 12. Experimental results of dg-axis observation disturbance under different
operating conditions.
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Fig. 13. MPD2C and RDCSMPC’s experimental results of the motor dg-axis
current with artificial parameter error. (a) Motor g-axis current and its reference
value with artificial parameter error, (b) The motor dg-axis is current with an
artificial parameter error.

Fig. 13 depicts two sets of comparative tests, and the exper-
iment deliberately introduces an artificial error in the model
parameters (R, = 2R,L,= 2L, ¢ = 0.5¢,). In Fig. 13(a), the
absence of an anti-disturbance prediction model leads to a steady-
state error along with a noticeable current ripple. Conversely,
when the anti-interference prediction model is introduced, the
steady-state error is eliminated, and the current ripple is signifi-
cantly reduced. Fig.13(b) depicts the experimental results for
the dg-axis current. An inaccurate prediction equation leads to
non-zero deviation in the d-axis current, causing a control error.
However, implementing the anti-disturbance prediction model
ensures minimal ripples in the d-axis and g-axis current. This
model closely tracks the reference value without any steady-
state error.

The experimental results of observation for the inductor cur-
rent are shown in Fig. 14. An oscilloscope observes the actual
value of the inductor current. Through comparison, it can be seen
that the steady-state values of the observed value and the actual
value are the same, ensuring the system’s normal operation.

C. MPDVC's Experimental Results of DC-Link Voltage Oscil-
lation Suppression

Voltage oscillation suppression in a film-capacitor PMSM
drive system typically relies on the controller’s robustness and
control accuracy. The experiment utilizes voltage prediction

2 320 ——Measured values §, 3 Measured values
%308 —Observed values g4 ——0Observed values
= 296 E 3

C 284 2

- g \

£ 272 S 1 B
2 260 20

Time (0.8 s/div) Time (0.8 s/div)

Fig. 14. The DC-link voltage and inductor current observed by the ESO.

> 320 < 5 Voltage constraint
g”o =45 operation

£ 300 5

: =

2 280 £35

35 " )

L 260 operation > 3

Time(1 s/div) Time(1 s/div)

Fig. 15. Experimental results of DC-link voltage and g-axis current constraints
when the motor operates under the rated working condition.
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Fig. 16. The comparison experimental results of the stability between the
traditional active damping method based on vector control and the proposed
DC-link voltage prediction control method: (a) DCS-MPDVC, (b) Active
damping compensation.

(14) and a cost function (15). Fig. 15 demonstrates the stabili-
zation effect of DCS-MPDVC on the DC-link voltage during
motor operation under rated working conditions. Adding
voltage constraints to the cost function enables stable DC-link
voltage control.

Fig. 16 shows the experimental results between the active
damping method based on the vector control structure and the
DC-link voltage constraint method of the control set proposed
in [34]. The parameter configuration of the active damping
refers to the design method in the paper. It can be seen that,
compared with the voltage oscillation suppression achieved
indirectly by the active damping, the method proposed in this
paper for suppressing the DC-link voltage oscillation is more
effective and can also lower the current ripple. These advantag-
es are all due to the direct prediction-constraint structure of the
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Fig. 17. Experimental results of DC-link voltage and g-axis current based on
DCS-MPDVC (the control set is (21)).
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Fig. 18. Experimental results of DC-link voltage and g-axis current based on
DCS-MPDVC (control set is (26)).

DC-link voltage.

Figs. 17-19 display the waveforms of the DC-link voltage,
g-axis current, and their harmonic analysis under various control
conditions. Fig. 16 presents the experimental results of the
DCS-MPDVC. Fig. 17 represents the experimental results
of the control set (26), while Fig. 18 depicts the experimental
results of the prediction model (8).

{lfgo = gopt : vopt E a4y, = {(Oa 0) (05’ O)}

. (26)
if gy > g : Vo € ap, a;=1{(1,0)(0.5,0.5)}

Compared to Fig. 17, Fig. 18 shows a significant rise in
the harmonic content of the DC-link voltage at the oscillation
frequency(700 Hz). This observation suggests that decreasing
the density of the control set reduces the MPC’s constraint
ability to constrain the DC-link voltage and dg-axis current.
Consequently, this results in a pronounced increase in current
ripple and affects the constraint control of the DC-link voltage.
Similarly, Fig. 19 exhibits an evident increase in the harmonics
of the d-axis current and DC-link voltage compared to Fig. 17.
This increase can be attributed to the DCS-MPDVC’s inaccu-
rate prediction.

In conclusion, the predictive controller’s robustness and the
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Fig. 19. Experimental results of DC-link voltage stability based on DCS-MPC.

control set’s accuracy are essential for multi-objective optimi-
zation. The DCS-MPDVC possesses both characteristics, con-
tributing to its superior performance in suppressing current rip-
ple and DC-link voltage oscillation in a film-capacitor PMSM
drive system.

V. CONCLUSION

This paper proposes that DCS-MPDVC solves the problems
of significant prediction errors and low constraint accuracy in
the film-capacitor permanent-magnet synchronous motor drive
system. This method integrates an anti-disturbance prediction
model and a duty cycle control set. A parameter configuration
method of the ESO based on a low-pass filter is proposed to
estimate the lumped disturbance and inductor current. This
method effectively solves the estimation problems of unmod-
eled disturbances and inductor current, improves the prediction
accuracy of the DC-link voltage, and reduces physical costs.
In addition, a design scheme of the duty cycle control set is
introduced, expanding the number of effective virtual voltage
vectors from 6 to 60. This scheme includes a simple sector
identification principle, which can improve control accuracy
within a single control cycle while reducing prediction errors
and computational complexity. Experimental results show that
the proposed method has better constraint capabilities in the
dg-axis and DC-link, making it suitable for the film-capacitor
drive system.
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